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1 Introduction to Sobolev Spaces

The main reference for our material on Sobolev spaces will be Ch 5 of Evans’ PDE book.

1.1 Sobolev spaces

Definition 1.1. Let u € D'(U), where U C R is open. The k-th order LP-based

Sobolev norm of u is
lullwew@y =Y [1D%l|Ls,

ala<k

where we are using the distributional derivative and assume that D¢ is an LP function.
Remark 1.1. Expressions of the form || Dul|z» arise in the energy method for PDEs with
p=2.
Definition 1.2. The LP-based Sobolev space of order k on U is
WP (U) = {u € D'(U) : ullyrsq) < oo}
Note that C°(U) € WkP(U). This allows us to make the following definition:

Definition 1.3. The set of u € W¥P(U) that vanish (to appropriate orders) on dU is
e o) = e
When p = 2, we introduce the notation
HYU) =wWrk2(U),  HF =W U).
We can define an inner product on H* by

(U, v) g = Z (D%, D®v) 2.

a:lal<k
Proposition 1.1.

(i) For all k € Z>¢ and 1 < p < oo, (Wk’p(U), Il [[ywer) and (Wéc’p(U), | - [lywesp) are
Banach spaces.

(ii) For all k € Z>q, (H*(U), (-, yr) and (HE(U), (-,-) g ) are Hilbert spaces.
(iii) (Fourier-analytic characterization of H*) Given u € H*(U),

leall v == 113l 2 + [11€[*al| 2
=~ [|(1 + [l 2.

where A~ B means A < B and B S A.



1.2 Duality and Sobolev spaces of negative order

First, we will give a proposition, and then we will explain what is going on.

Proposition 1.2. For k € Z>o and 1 < p < 400,
(Wo ()" = W),
11
where vty = 1.

Definition 1.4. For £k € Z; and 1 < p < 400, the negative order Sobolev space
norm is

lulw-ro@y =t D lgallr cu= Y D%
ailo|<k a:|o|<k
The negative order Sobolev space is

WHEPU)={ueD(U):u= >  A%aq,ga € LP(U)}.

o|al<k

Remark 1.2. If ¢ € LP, then D,1g € W~YP(U). Compare this with the property of
Sobolev spaces that if u € W*P(U), then D, ;u € Wk=Lr(U).

Here is the proof of the proposition:

Proof. (Wg’p(U))* D Wk (U): Take v e Wk? (U), so v = > arlaj<k D% 9a; we can also

take this decomposition so that || 3. 4j<x D*dallr < 2||v|]Wk,p/(U). Then for u € W(f’p(U),
we can treat v as a linear functional by

(v,u) = / vudx
To show that this is bounded,
= Z / D%goudx
alal<k
First assuming v € C2° and then applying a density argument,

= Z /(—1)|agaDaudm

alal<k
< S gl ID%ule
a:lal<k

< Cllolly . lullwss-



(W(f’”p(U))* C WP (U): The idea is to use the Hahn-Banach theorem. If X is a nomed
vector space and Y C X with a linear functional ¢ : Y — R such that [¢(u)| < C||u||, then
there exists an extension £ : X — R such that |¢(u)| < ¢/|u/| and f|y = £.

Let £ : Wg’p(U) — R be bounded. Define a linear map C5°(U) — LP(U)®K*) sending
u +— (u,Dgu,...,Dyou,..., D), ranging over all multiindices a with |o| < k. Then
1YV (u)|| < Cllullyr.p, T is injective, and T' is an isomorphism of (C2°(U), || - [lyx») with its
image (T'(C°(U)), || - ||)- This gives a bounded map ¢ : T(C>°(U)) — R by £(Tu) = {(u).

By the Hahn-Banach theorem, ¢ extends to a bounded map l LP(U)®K — R. That
is, 0 € (LP(U)®EYy = (7 = S oot Go € LP(U). In this picture, for u € LP(U)®K,

(v,u) =3, (Ga, Uq). This means that (@) = > o (Fars W) for some g, € LP' (U).
This gives

U(u) = UTu) = U(Tu) = (G, (TWa) = Y _(Fa, D"u).

« «

Now set go = (—1)l%15,. O

1.3 Duality in relation to existence and uniqueness

Here is some motivation for our functional analysis. Let X,Y be Banach spaces, and let
P : X — Y be bounded and linear.

e For a given f € Y, does there exists a u € X such that Pu = f? This is the question
of existence of a solution to Pu = f.

e We can also ask about uniqueness: If u,u’ € X and Pu = Pu’/, is u = «'? That is, if
Pu=0,is u=07

In our course, we usually take P to be a linear differential operator, such as P = —A

or P =0. If we want to solve
—Au=f inU

u=0 on OU

/U|Du2:/U—Au~u:/Uf.

|Dully2 < ] [ suds

We are assuming that we have a solution and inferring information about u. This is called
an a priori estimate.

Then we have

This gives




In energy methods for PDEs, you usually prove a priori estimates, which at first sight,
only pertain to uniqueness. However, in fact, a priori estimates are also useful for proving
existence because existence vs uniqueness are related to each other using duality. This
is the phenomenon in linear algebra where if A € R™ ™  then A is injective iff A* is
surjective.



2 A Priori Estimates and Approximation Theorems

2.1 Relationship between a priori estimates, existence, and uniqueness

Last time, we were investigating the question “Why study Sobolev spaces as Banach
spaces?” We made a digression into functional analysis:

If X and Y are Banach spaces and P : X — Y is bounded and linear, we had 2
concerns:

o (Existence) Given f € T, does there exists a u € X such that Pu = f?
e (Uniqueness) Given u € X such that Pu = 0, does u = 07
These two problems are related to each other by duality.

Remark 2.1. Here is a concrete thing to keep in mind: Often, we prove a priori estimates
for a PDE, i.e. if u € X with Pu = f, then |ju||x < C| fly-

Proposition 2.1. Let X,Y be Banach spaces, and let P : X — Y be a bounded, linear
operator. Denote by P* : Y* — X* the adjoint of P, i.e. (v,Pu) = (P*v,u) for all
u € X,v € Y*. Suppose there exists a constant C > 0 such that ||u||x < C||Pully for all
u € X. Then

1. (Uniqueness for Pu = f) If u € X and Pu =0, then u = 0.

2. (Ezistence for P*v = g) For all g € X*, there exists a v € Y* such that P*v = g and
[olly= < Cllgllx--

Proof. Here is the proof of 2, via the Hahn-Banach theorem. We want to find v € Y*
such that P*v = g, which is equivalent to (P*v,u) = (g, u) for all v € X. The left side is

(v, Pu), so we will start with a subspace of elements of the form Pu.
Define ¢ : P(X) — R by the relation

{(Pu) = (g,u).
Note that since P is injective, this ¢ is well-defined. This is bounded because or ||Pully < 1,

((Pu)| = [{g, w)| < [lgllx~llullx
< Cliglx-l1Pully
< Cllgllx-

So Hahn-Banach says that there is a v € Y* such that
(v, Pu) = l(pu) = (g,u)  Vue X

and [|v[ly= < Cllgl[x- N



What about existence for the original problem Pu = f?7 Let us take an easy way out
and assume that X is reflexive (X — (X*)* sending u — (v — (v,w)) is an isomorphism).

Proposition 2.2. Let X,Y be Banach spaces, and let P : X — Y be a bounded, linear
operator. Suppose ||vy«|| < C||P*v|x+. Then

1. (Uniqueness for P*v =g) If v € Y* and P*v =0, then v = 0.

2. (Ezistence for Pu = f) For all f € Y, there exists a w € X such that Pu = f and
Jullx < Clflly-

Proof. Same as before. Construct © € X by constructing a bounded linear functional on
X* (because X = (X*)* by reflexivity. O

Remark 2.2. All Sobolev spaces VV[;C P(U) with 1 < p < oo are reflexive.

Remark 2.3.
(ran P)* = ker P*, ker P =1 (ran P*).

Here, we mean annihilators.

Definition 2.1. Given U C Y, the annihilator of Uis U+ = {v € Y*: (v, f) = 0Vf € U}.
Given V C X*, the annihilator of U is Ut = {u € X : {g,u) = 0Vg € V}.

As a consequence, if ker P* = {0}, then by Hahn-Banach,
(ran P)* = {0} <= ranP =Y.

In the finite dimensional case, ran P = ran P. Therefore, we get the well-known fact
from linear algebra concerning the solvability of the problem Ax = b with A a possibly
non-square matrix:

(for all b, there exists an x such that Az =b) <— (A'y=0 = y =0),

(for all ¢, there exists an y such that Ay =¢) <= (Az =0 = z =0).

However, in the infinite dimensional case, ran P = ran P, so we can think of the annihilator
as measuring how close these are.

Remark 2.4 (Qualitative vs quantitative). There is no loss of generality in deriving exis-
tence for Pu = f from the quantitative bound ||v||y+ < C||P*v|| x~.

Proposition 2.3. Let X,Y be Banach spaces and P : X —'Y be a bounded linear operator.
If P(X) =T, then there exists some C > 0 such that ||v||y+ < C||P*v| x=.

10



Proof. By the open mapping theorem, P(By), the image of the unit ball in X, is open and
contains the origin. So there exists a C' > 0 such that P(Bx) O ¢By. Then

[P*olx- = sup [(P"v,u)
wslful| x <1

= sup [(v, Pu)
UGE

= sup_ |{v, f)]

feP(Bx)

> sup |(v, f)]
feCBY

> Clvlly=. O
Example 2.1. Let’s try to solve the 1-dimensional Laplace equation

{—u” =f in(0,1)

u =0 at x =0, 1.

We will investigate solvability in Hg ((0,1)) = C2°(0, 1)”'HHI, where ||ul|3 = [[u,+||v]|3-.
Recall that (H}((0,1)))* = H~'(0,1). Then we have Pu = —u” with domain X =
H}((0,1)) and codomain Y = H~1(0,1).

We claim that if Pu = f for some u € X then ||ul]|x < C| f|ly. This means that if
u € HE(0,1) satisfies the equation —u” = f, then |jul|g1 < C||f|lg-1-

Proof. To prove this bound, it suffices by density to consider v € C2°((0,1)). Multiply

both sides by u and integrate:
/fud:n = /—u"udm

Since u € C°((0,1)) there are no boundary terms. So we may integrate by parts.

Then for any x € (0,1), we can say

Cauchy-Schwarz

1
()] < / @ de e 2.
0

11



We now have that
lullZp < CI(f,u)l
< Ol fllg-rlfull -
Cancelling one factor of ||u|| 1 on each side gives ||u||z1 < C||f|lg-1- O

Combined with proposition 1 gives us that if —u” = 0 and u € H}((0,1)), then u = 0.
To use proposition 2, we need to compute P*:

(P*v,u) = (v, Pu) Vo e (H Y ue HE.

Note that by reflexivity of H}, (H™1)* = Hi. Let’s write this out:

(v, Pu) = /01 v(—u") da

To use integration by parts, do another density argument.
1
:/ ' dx (v e HY)
0

1

:/ —v"udx (u € Hy)
0

= (P*v,u).

This tells us that P*v = —v” with domain Y* = H}((0, 1)) and codomain X* = H;'((0,1)),
so the problem is self-dual. So we get existence: for all f € H~!, there is a u € H{ such
that Pu = f.

This is a pretty high-powered approach that works for a variety of problems. To prove
quantitative estimates, we will in general use Poincaré inequlities.

2.2 Approximation by smooth functions and smooth partition of unity

There are two main tools we will use: convolution and mollifiers.

Lemma 2.1. Let ¢ be smooth, compactly supported, and have [ pdx =1. Let u € LP(Rd)
with 1 < p < c0. Denote mollifiers ¢.(x) = Eidgo(x/e) (so [ ). Then

lpeu — ullr»r <220,

where . xu = [ @ (z — y)u(y) dy.

Proof. The key ingredient is the continuity of the translation operator on LP. Define for
z € R and u € LP the translation operator T,u(x) = u(x — z). Then

lim ||7,u — ul|» =0,
|z| =0

12



which you can check. Now

e u(z) — ux) = / u( — y)pe(y) dy — ulz)

Since [ =1,
— [ (e~ v) ~ ula))ecly) do

Taking the LP norm, we have

e * () — u(z) 1o = H Jute =) u@eeto

Lp
< / lu- — ) — u() o0 ()| dy

Since ¢ has compact support, supp p. — {0} as e — {0}. Thus, the integrand goes to 0
as € — 0. So we may apply the dominated convergence theorem to get
e—0

— 0. O

This approximation is useful because . * u is smooth.
Another useful tool is a smooth partition of unity:

Lemma 2.2. Suppose {Us}aca be an open covering of U in RY. There exists a smooth
partition of unity {xa}aca on U subordinate to {Uy}taca, i-e.

1. Y . Xa(x) =1 on U and for all x € U there exist only finitely many nonzero xq(z)
2. supp Xa € Uy

3. Xa 1S smooth.

Proof. Start from a continuous partition of unity and apply the previous lemma to approx-
imate by smooth functions. O

13



3 Approximation in Bounded Domains and the Extension
Theorem

Today, our goals are

e Prove approximation (or density) theorems for Sobolev spaces.

e Prove extension theorems and the trace theorem (tools for dealing with W*P(U)
when U is a bounded domain).

3.1 Approximation theorems in bounded domains

Given v € WFP(U), we want to approximate it by something that is “better” (e.g. u is
smooth or has a nice support property). Last time, we discussed two tools:

1. Convolution and mollification: If f, g : R — R, then

frg(x)= /f(:v —y)9(y) dy.
This has the property that

O, (f * 9)(x) = Ba [ % g(2) = [ * D, g(x).

This means that you only need one of the functions to be smooth to get a smooth
result.

For ¢ € C°(RY), if we denote o, = Eidnp(-/a), then

e—0

Spef—>f7

where the left hand side is smooth. If f € D'(RY), this convergence is convergence of
distributions, and if f € LP(R%), this convergence is in LP.

2. Smooth partition of unity: If {U,}a € A is a collection of open sets (usually U C
UacaUy) then there exist functions x4 (x) (o € A) such that

(i) Xa is smooth.
(i) > nea Xa =1 on U, where for all z € U, xo(x) = 0 except for finitely many a.
(iii) supp Xa C Us.

Theorem 3.1. Let k > 0 be an integer and 1 < p < 0.

(i) C=(R?) is dense in WFP(R?).

14



(i5) C(R?) is dense in WHP(RY).
Proof.
(a) This is an application of mollification

(b) Approximate by fx(1/R), letting R — oo, where x € C2°(R?) is such that x(0) =
1. O

Theorem 3.2. Let k > 0 be an integer, 1 < p < oo, and U an open subset of R?. Then
C>®(U) is dense in WkP(U).

Proof. Let u € WFP(U), and fix € > 0. We want to find v € C*°(U) such that |u—v]|yr, <
€.
Define U; = {x € U : dist(x,0U) > 1/j}, and let V; = U; \ Uj11

Then U C U;il Vj, so there is a smooth partition of unity x; subordinate to V;. Now split

Then, as supp x; C V;, we have that supp u; = supp(uy;) C V;. Moreover, u; € C°(R?).
If we let p € C°(RY) with [ =1 and supp ¢ C B1(0) is a mollifier, let v; = Pe; * Uj,
where ¢; is chosen to achieve

luj = vjllwes <2795, suppuv; € V= U1\ Tjra.

Here, we make use of the fact that supp f x g C supp f + suppg = {g: +yeRi:z e
supp f,y € suppg}. Now take v = Z;’il vj. This is well-defined, as Vj is locally finite.
This is also smooth, so v € C°°(U). On the other hand,

o0 (o.] )
lo = wllwre D lloj = ujllwes <Y 279 =e. O
j=1 k=1

15



Theorem 3.3. Let k > 0 be an integer, 1 < p < oo, and U a bounded open set with oU of
class C*. Then C=(U) is dense in WP,

Here, C*°(U) is the set of functions u : U — R such that u is the restriction to U of a
smooth function uw € C*>°(U), where U D U is open.

Definition 3.1. We say that OU is of class C* if for all 2o € OU, there exists a radius
r = r(xg) > 0 such that, up to relabeling the variables, B,(x9) NU = {z € B,(x) : ¢ >
y(zt, ..., 2471)} for some C¥ function v = y(x!,..., 2% 1) on B, (x9) N (R x {xd}).

)

For the proof, we want to apply mollification, but the difficulty is what happens near
the boundary. The idea is to first look at a small piece of the boundary at a time.

Proof. Step 1: Let v € W"P(U). By the definition of Cl-regularity of U, U can be
covered by balls {B,, (xx)}/X,, in each of which U can be represented as the region above
some C! graph. The number of such balls, K, is finite by the compactness of U. We may
add to Uy = By, (x) an open set Uy which contains U \ Uﬁ(zl Uy, so that {Uy, Uy,...,Us}
is an open covering of U.

Let {xx}X_, be a smooth partition of unity subordinate to {Kj}< ,, and split

00 K
u = ZuXk =: U +Zuk.
k=0 k=1

Here, ug is compactly supported, and u € WP (]Rd), so we can use mollification, as before.

To deal with the w, with & > 1, it suffices to consider the case where U = B, ()
and suppuy C V' C U, where V is a smaller ball B,/ (zo), in which By, (20) N OU is more
concrete.

16



Step 2: Without loss of generality, assume ¢ = 0.

Br.(®)
B;}‘)(l 90 = f Zld-“- b’(&‘, -_“{J'ﬂ) "

We use a two-step approximation. Let € > 0.

1. Let wy(z) = u(x + neq), where eg = (0,0,...,0,1), and n will be chosen. Then
supp wy, is the support of u shifted by 1. For n small enough, we have

1
||lu — wnHW’“’p(UﬂBm(O)) < 56'

Moreover, ¢ is defined on B,,(0) N U — ney

2. Let v = ¢s5 * wy, and if § < 1 (and suppy C B1(0)), then v is well-defined on
Vn{z? >~z ...,2¥1)}. And if § is sufficiently small, then

Il = wyllwrr@wnp,, @) < 3¢

This gives us

11
H’LL — UHW"’J’(U) <~ 55 + 55 = E.
Moreover, v € C®(V N {z? > (!, ..., 29 1)}), which is acceptable. O

3.2 The extension theorem

The extension theorem is a tool to deal with u € W*P(U), where U is a bounded domain,
by producing an extension of u € W*P(R?) with quantitative bounds on the extension.

Theorem 3.4 (Extension theorem). Let k > 0 be a nonnegative integer, 1 < p <oo, U
a bounded domain with with C* boundary. Let V be an open set such that V. O U. Then
there exists an operator £ : WFP(U) — WFP(RY) such that

(i) (Eaxtension) Euly = u.
(ii) (Linear and bounded) £ is linear, and ||Eullyrpmay < Cllullywrr@r -

(iii) (Support prescription) supp Eu C V.
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Proof. Observe that, by the previous approximation theorem, it suffices to consider u €
C>°(U) (by density and the boundedness property (ii)).

Step 1: (Reduction to the half-ball case) As in Step 1 in the proof of the previous
theorem, construct the open sets Uy, U1, ...,Uk and the partition of unity xo, X1, -, X&-

Define ux = xpu, and observe that

e v is already in W*P(R?) and suppug C Uy C V,

o uy € C*°(U), and suppuy C B,, CU,NU.

Observe that if we change variables

y?=a? — (2t .. 2t

I

{yj_$j_xg for j=1,...,d—1,

then U, N U gets mapped into {y € Bx(0) : y¢ > 0}.

Note that the change of variables z + y is C*, and wuy, is smooth, so ux(y) = ux(x(y))
satisfies, by the chain rule,

Step 2: (Extension in the half-ball case) Now we have U = B, (0), W = B:f/2(0), and
suppu € W, and we want to extend u. The idea is the higher order reflection method.

Define
~ U z¢>0
uUu=u=
K _
> i=0 aju(zt, .. 247t —px?) 24 <0,

where the scaling factor 0 < (; < 1 is chosen so that (z!,.. L —6jxd) € B (0).
We need to match the normal derivatives on {z? = 0} up to order k. Observe that

18



O (u(at, . 2?7t = Biad)) = (—1) 81 u) (2, ... 2?7t = Bja). We get

u(zt, ..., 2?71 04) = Zj(:o aju(xt, ..., z4710-),
Opau(zt, ... 21 04) = Z?:o aj(=B)(0gpau) (..., 2971 0+)

8§dU(ZE‘1,. : '7xd7170+) = Z] OaJ( 6]) ( mdU)(ZE’l,. : '7xd7170+)'
This is equivalent to
K
1= E] 0%
1= ZJ 0 25 (—5;)

1= Z] 0~ 8K

Written in matrix form, this is a linear system involving a Vandermonde matrix

1 1 1 .. 1 Qg
1 —Bo B2 - =Bk aq

1 LeB0)f (8K o (8] lax

Now use that fact that if all the 3; are distinct, then this matrix is invertible. This means
that there is a choice of (a, ..., ax) so that these equations hold. This defines u on B, (x)
which extends u and matches all derivatives up to order K on the boundary {z¢ = 0}.
Finally, put an appropriate smooth cutoff xyy = 1 on U with supp xy C V to define Eu,
ie. Eu = yyu. O
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4 Trace and Extension Theorems and Introduction to Sobolev
Inequalities

Today, we will discuss

(i) trace and extension (from the boundary) theorems

(ii) Sobolev inequalities.

4.1 The trace theorem

Let U be an open subset of R? with OU being C' and 1 < p < oco. Recall that for any
integer k > 0, C°°(U) is dense in W¥P. In particular, C>(U) is dense in W1P(U). Our
aim is to discuss the restriction of u € W1P(U) to U. Since the boundary is a measure 0
set, this is hard to specify directly (as LP functions are only well-defined modulo null sets),

so we will achieve this by appealing to the dense subset C*°(U).
Definition 4.1. For u € C'(U), we define the trace to be troy u = ulsy.

We wish to extend this operation to all of W1P(U). Note that trgy is linear, so we can
extend it if we know it is bounded.

Theorem 4.1 (Trace theorem, non-sharp). Let U be a bounded, open subsets of R? with
Cl boundary OU, and let 1 < p < co. Then for u € CY(U), we have

| trav ull e oy < Cllullw oy

(i) As a consequence, tray is extended (uniquely) by continuity (and density of C1(U) C
WLP(U)) to troy : WHP(U) — LP(OU).

(ii) Moreover, u € Wol’p(U) <~ trgyu =0.
Remark 4.1. The the map tryy : WHP(U) — LP(QU) is not surjective.

Instead of proving this theorem (and you can check the proof in section 5.5 of Evans’
book), we will understand the sharp trace theorem in a restricted setting.

The setting we have in mind is p = 2. The advantage here is that we may use the
theory of the Fourier transform and Plancherel’s theorem. We will also focus on the
domain U = RY = {z € R? : 2¢ > 0} with boundary {(2/,0) € R?} = R41 where

o= (z!, ... 2%,

Recall the Fourier transform characterization of the H* norm:

Huuqu ~ |[(1+ \€|2)k/2aH%§, k > 0 an integer.
If we replace k with any s € R, we can talk about fractional (L?-based) Sobolev spaces.
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Theorem 4.2 (Sharp trace theorem). For u € Cl(@) NHY(RY),
[trou ull /e ga-1y < Cllufl g ga -

Proof. Take u € Cl(@) N H'(R%). Using the extension procedure from last time, we can
find a & € C*(R?) such that

[l (rey < Cllull e -
Then

trop u(x') = u(a’,0)
=u(z',0)

- 1
:/‘deu(m/agd)%déd'

On the other hand,
- 1
For troy u(€') = /}—U(flafd)% d&q.

For now, let us not assume s = 1/2 so we can see where this choice comes from.

trou ull o a1y ~ (1 + [€'2)/2Fy tYU(é*’)HLg,

— (1+|£/‘2)S/2/Ia(§/,§d)2]:7r déd

Lz,
Writing [¢]? = [¢']* + &3

_ (14 1¢'12)%/ N2 | en1/2 oy L

Lg,

Applying Cauchy-Schwarz,
14+ 5/ 2\s 1/2 B
<||(f e de) N+ ier? + e,

L+ IEP +6& ,
E/
1/2
(1+[¢P)® N2 | ¢2\1/2 T~
< su —— - 1+ + Fu .
o ([ e ) 10K+ Ty
lull g1
For what s is this supremum < +o00? This is s < 1/2. O
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4.2 Extension from the boundary

It turns out that the image of tryy is exactly H 1/2,

Theorem 4.3 (Extension from OU). There exists a bounded linear map
extoy : HY/2(RYY) — HY(RL)

such that tryy o extgy = id.

Proof. We will use the Poisson semigroup. Suppose we are given g € S (Rdil), and let
n € CX(R) be such that n =1 for |s| < 1 and n = 0 for |s| > 2. Define u = extyy g by

Fou(€,a?) = n(a®ye =" €15(¢).

This right term is the solution to the Laplace equation on the half-space with boundary
data g.
We need to show that

ue H'(RY) < (i) u,01u,...,04-1u € L*
(ii) Ogu € L2.
(i) implies:
lullZe + lOrullz2 + - + 10a-1ullZ2 = (1 + !5’!2)1/2%%(5',md)Hig,Lwd
g~

= [[(1+ €' Pn(ah)e1¢ ‘9(6')|li§,de

We can integrate in any order, so integrate the z¢ integral first.
_dje! ~
= || (1 + ¢/ In(ah)e = |”Lid(1 + \f’lz)l/“g(f’)l\ig,

NTS this is unif. bdd. ¢ € R4-1

We can use the bound .
Ina®)e €2, <1,

and the substitution bound

/,,72(l,d)€—2:1:d§’ dz? < ’51/|

This gives
(e =2, < min {1, s < (14 1€ 7V2.
(ii) implies:

Oyau = Dpa(na®)v),  Fov =50
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=1/ (2%)v 4 nd,av.

and the norm of the second term

The norm of the first term is bounded by [|v|| 12 (zdcsupp n)»

is
—ad|g |~
1n0zavllLz, Lz = [1nOpa(e™ ¢ '9(5’))!&3,%

_pd|gl
= ||| e € lg(fl)n(xd) HL2,L2
g pd

fglu

Using (i),
< Cligll gz O

Remark 4.2. In fact, by the usual smooth partition of unity argument with boundary
straightening, one can define H'/ 2(0U) for QU of class C! and prove the sharp trace
theorem. The independence of this space from the smooth partition of unity and boundary
straightening follows from interpolation theory (which you can find in the 1970 textbook
of Stein).

Remark 4.3. For p # 2, im(trgy W'P(U)) = le,fl/p’p(BU). This is called the LP-Besov
space of order 1 —1/p and summability index p. This is also covered in Stein’s book.

4.3 The Gaglierdo-Nirenberg-Sobolev inequality and the Loomis-Whitney
inequality

In a nutshell, Sobolev inequalities are a quantitative generalization of the fundamental
theorem of calculus; we know the size of the derivative of a function, and we want to
control the size of the function.

Theorem 4.4 (Gaglierdo-Nirenberg-Sobolev inequality). Let d > 2. For u € C®(RY), we
have
full o (B < Call Duls gy

d—

where Cy is a constant depending only on d.

Remark 4.4. The exponent on the left hand side need not be remembered because it can
be derived from scaling considerations (dimensional analysis). In particular, first observe
that both sides are homogeneous: if u — uy(x) = u(x/A) for A > 0, then

|urllze = (,\d/‘u (;) ‘p>\1ddx>1/p

— [ ulv do?

= \YP|u| L.
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On the other hand, D(uy) = 3(Du)y, so
L\/p
1D |zr = T AYP [ Dul Lo

Now compare these:
lluallze < cl[Duyl YA> 0 <= AYP|lufr < A Dul| YA >0
d
= —=d-1
p
<~ = d
P=a-1

All we are doing here is changing the unit of length and requiring that the inequality is
invariant under our unit of length.

We will prove this next time. The key ingredient is another inequality. Denoting

() ...,20, - a?) = (b, ... 297 2T 2?), we have the following.

Lemma 4.1 (Loomis-Whitney inequality). Let d > 2. For j = 1,...,d, suppose f; =
fj(xl,...,/x\j,...,xd). Then

d d
H i < H HfjHLd—l(Rd—l) .
j=1

Jj=1 Ll(Rd)

Proof. Integrate in each variable and apply Holder:

d
/ 117 d=" = fl\/\le---!fd!dxl
j=1
< [Ailllf2ll g Ml fall s

This is a function of (22, ... ,xd). Now integrate with respect to the next variable:

d
[ L] ot s < [ 1Al 1l s da®

= el g LAl Wl - Wl

Iterating this gives the inequality. O
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Remark 4.5. The Loomis-Whitney inequality answers the following geometric question.

Suppose £ C R? and know the projections mj(E). Can we bound the measure of E by
i (E)[?

Yes!

25



5 Sobolev Inequalities

5.1 The Gagliardo-Nirenberg-Sobolev inequality

We have been discussing Sobolev inequalities. Last time, we stated the following theorem.

Theorem 5.1 (Gagliardo-Nirenberg-Sobolev inequality). Let d > 2. For u € C°(RY), we
have
HUHLﬁ(Rd) < || Dul| pr (ray-
To approach this, we proved a lemma:
Lemma 5;1 (Loomis-Whitney inequality). Let d > 2. For j = 1,...,d, suppose f; =
filxt, ... 29, .. 2%). Then

d d
H i < H ”fjHqu(qu) :

Jj=1 Ll(Rd) Jj=1

This answers the geometric question of controlling the measure of a set in R? using the
measure of its projections, by applying the lemma to f; = 1, ;(m)- Now let’s prove the
GNS inequality.

Proof. Observe that if we take a point € R%, then we can write

.
u(ac):/ Opu(at, . . ad ™y, 0T ) dy,
—0o0

using the fundamental theorem of calculus. Here, we use the compact support assumption
to be sure this converges. This means that

z
|u($)| S / ’axju(xla"'axj_laya x]+17"'7$d)|dy'
—0o0
We can upper bound this by replacing 7 by oo and d,; by D:
o0 . .
(@] < [ IDutet oyt ey

—0o0

fj(xlr"vijv---vxd)

This means that we have

d
(@) < ([ 5]
j=1
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which we can write as
d
d ~L
(@)= < (T[]

Using the Loomis-Whitney inequality,

Py _d_
Jul 5, = [ ful# da
d

< [TL s

Jj=1

d
< Tl pos
=1

: B,
=11 </fj|d_1dajl---dxj... dmd>

Observe that |f;|9t = [ |Du(a,...,27,...,2%)|d2’ = [|Du|dz, so

—0o0
_d_
< [ Dullz:- O

Remark 5.1. GNS is the functional counterpart of the isoperimetric inequality. Given a
function, we can make a layer cake decomposition in the y axis and apply the isoperimetric
inequality to each part. This is useful for functions on manifolds where we have some
geometric information.

5.2 Sobolev inequalities for LP-based spaces with p < d

Now we will upgrade this to the case where we have other LP spaces on the right hand
side.

Theorem 5.2 (Sobolev inequalities for LP-based spaces). Let d > 2, and assume that
1 <p<d. Foruec C®RY), we have

lull s (R?) < Cl|Dull o (ga),

where q = dd%;?.

What is ¢7 We do dimensional analysis to figure out the exponent. On the left hand
side, we have [2]%9, and on the right hand side, we have [z]~'*%?. If we solve for ¢, we
get g = ddfpp. This also gives us the restriction that p < d.
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Proof. Take v = |u|?, where § = m. Its derivative is |Dv| = q|u|?"!|Dv|. This can be

1/2

justified using approximation: approximate |z| by (¢2 + 22)!/2v and let € — 0. Then

/]u\‘jdx:/]v\dgl dx
d=1
d
< </\Dv[dx> .

It is at this point that we need the above approximation. But it works, using the dominated
convergence theorem.

Using the GNS inequality,

d—1

_ </|u|'7—1|Du| dm)d

Using Hélder’s inequality, we can put |Du| into LP, which puts |u\:1 in L?'. By dimensional
analysis, it must happen that

d—1

D) Dul|

d—1
< lull s
This completes the proof. ]

Now we will upgrade this to every element in the abstract Sobolev space and to situa-
tions where we have a function which is bounded on an abstract domain.

Theorem 5.3. Let d > 2, and assume that 1 < p < d.

(i) For u e WHP(RY),
lullz+(R?) < Cl|Dull 1o g,

where ¢ = dd_—pp.
(ii) Let U be a bounded domain. For u € Wol’p(U),

[ull2a(U) < CllDull Lo,

where ¢ = %’

(iii) Let U be a bounded domain with C* boundary OU. Then for uw € W1P(U),
[ullre(U) < CllDullwrrw,
dp

where ¢ = .

Proof.
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(i) This is by density of C>°(R%).
(ii) This is by density, as well.
(iii) This follows from extension and approximation. O

Remark 5.2. In (iii), we need both ||u||zr and ||Du||rr in the extension procedure. Com-
pare this to the case (ii), where no information of u was needed, since “u|sy = 0.” By this
reason, (ii) is called a Poincaré inequality or Friedrich inequality.

5.3 Sobolev inequalities for L’-based spaces with p > d

Next, we investigate: What does ||u||y31.» tell us when p > d? This will be based on another
way to relate u with its derivative, Du. Start with v € C*°(R?), and write down what we
get by applying the fundamental theorem of calculus:

1
u(z) —u(y) = /0 %u(w + s(y — z)) du.

The key idea is to average to take advantage of the fact that we are in multiple dimensions.
Take absolute values and average this in y: Fix r > 0, so

1 1
)~ ulw)ldy < s [ /
[B,(x)] /5, B, ()] r(z)
By the chain rule, this derivative is (y — x) - D —x)).
<o [ / o~ ylIDule + s(y — )| dr dy
™ JB.(z) Jo
Let pw =y — x, so that p = |y — z|.

1 T 1 i1
:Crd/o /Sdl/o plDu(x + spw)| dsp®™ " dw dp

Make another change of variables, so we can make z + spw into an actual radius and then
evaluate on of the integrals. We do t = sp

=C d// / \Du z +tw)|ds dw dt
r sd-1 Jo

Simplify the s integral and upper bound ¢ < r:
< 0/ / | Du + to)] deo dt

0 Jsd-1
| Dul

By (x) |:E - y|d71

—z))| dzdy

=C dy.

We can summarize this as a lemma:
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Lemma 5.2. Let p > d, let d > 2, and let u € C®°(R?). Then

| Dul
dy < C 2wl
|Br ()] / o)l Bi(z) | =y

Theorem 5.4. Let p > d with d > 2, and take u € C®°(R?). Then
lu(z) —u(y)| < Clo —y|*| Dull 1o ra),

—1_4
where o = 1 b
Again, we can find the value of a by dimensional analysis: 1 = a + (—1) + % gives
a=1-4¢
P
Proof. We will use the lemma. The idea is to introduce an auxiliary variable z and take
the average over z on some domain U:

|u(z y)|dz < /|u 2)|dz + — /|u y)|dz
!U\/ U] U

1B-@)] 4
Since ] ~1,

B, (x |Br(y)|
S ue) —ueaz+ B ] jugy) — g as
Ul JB, (@) Ul JB.()
D
5/ 7”7“2_1 dz—i—/ _1Dul “L_l dz
B.(x) 1T — 2 Bo(y) |V — 2|
1 1
S IDullee |0 + 1 Dulle || 7=
|z — 2197 Lr 3,a)) [y = 21" L (5,.))
Now we just need to evaluate
1
———dz ~ r°. O
/BT(O) |2|(@=Dp

5.4 Sobolev inequalities for LP-based spaces with p = d

What about when p = d (and d > 2)? In this case, the inequality ||ulzec) < [[ullwra()
fails.

Example 5.1. Here is a counterexample to the above inequality when p = d = 2. Take
U = B1(0) C R? and

1
u(x) = loglog <1O + m) .

A popular remedy for p = d is to think about bounded mean oscillation:
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Definition 5.1. v € C* has bounded mean oscillation (BMO) if

1
ullBMO = sup = dy < co.
xeﬂ%d ‘BT(x)’ By (x)
r>

1
)~ 1B,@)] /BT@ u

We can check that ||u||pmo < C||Dul|r«. We will discuss this next time and also intro-
duce the concept of Holder space to recontextualize the theorem we have just proven.
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6 Holder Spaces, Bounded Mean Oscillation, and Compact
Operators
6.1 Holder spaces

Let’s continue our discussion of Sobolev inequalities. We want to know: What does ||u||yy1.0
say about u when p > d? We proved a lemma:

Lemma 6.1. Suppose u € C*°(RY) with d > 2. Then

1 / | Du(z)|
—_ w(z) —ulz)|dz < C ———dz
| By ()] Br(x)’ (#) —u(z)ldz < Br(z) |2 — x|¢71

From this lemma, we saw the following theorem:

Theorem 6.1. Let u € C®(RY) with d > 2, and let x,y € Bg. Then
u(z) —u(y)| < Cle = y|*|Dull r(By).
— d
where o =1 — 7.

We want to rephrase this as an inequality for « € WP (U). To do this, we need a space
that has a regularity property relating to the theorem above.

Definition 6.1. Let u € C(I). The H6lder seminorm of order « is
[u]ca(uy = sup

By a seminorm, we mean that [-|ca (g satisfies all the properties of a norm except the
property that [u}ca(U) =0 = wu = 0. Instead, this implies that w is constant. Here is
how we make it into a norm

Definition 6.2. The Holder norm of order « is
ullcaey = [ulea@) + llullLee-
The Holder space of order « is
CYU)={ueCU): |ullca < o0}.

Theorem 6.2 (Morrey’s inequality'). Let d > 2, let p > d, and let U be a bounded domain
in R® with C1 boundary OU. If u € WHP(U), then u € C*(U) with o = 1 — %. Moreover,

[ullce(wy < Cllullwrew).-

!This is sometimes called Morey’s embedding.
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Proof. By extension and density theorems, it suffices to consider u € C*°(R?) with suppu C
V, where V is a bounded, open set with V' O U (chosen independently of u). By the
previous theorem,

[ulcav) < Cllullwre.
So all that remains is to bound ||u||zs in terms of ||u||j1,,. For this purpose, we will again
use the lemma to approximate u by its average. Let © € V. Then

1

|u(x)_Br($)! BT(w)Udz = | Br(2)] BT(x)u(x)_u(z)dz
1
< B . lu(z) —u(z)| dz

|Du(=)|
B |Z _ $|d 1
< Cra||DU||LP(Br(»’C))‘

/ udz
r(z)

——
<JB, () el dz<CllullLp (5, (0))
< C([lulle + | Dul|Le).- O

<C

Take r = 1. Then

lu(z)] < C +C||Du||z»

6.2 Bounded mean oscillation
When p = d, Wh¢ does not embed into L.
Example 6.1. For d =2, let U = B;(0), and consider

u = loglog (10+ E |)

A useful substitute for the above failure involves the space of bounded mean oscillation
(BMO).

Definition 6.3. Let u € L] (U). The BMO seminorm is

1
") B @] o

Theorem 6.3. Let d > 2, U CRY, and u € WH4(R?). Then [ulppo < 0o, and

1
[ulpmo = sup dz.

By (z0)CU |B ( )| By (zo)

[ulpmo < Cf|Dul|pa.
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Remark 6.1. As an exercise, you can show that L>*° C BMO. The function u
1, (0)log |z| shows that these spaces are nor equal

Proof. Assume u € C*®(R?). We want to show that

[ulsmo < O Dul| pa-
Fix B,(z). We want to show that

1

|/ v)dy

with some fixed constant C. We can rewrite the left hand side to get
1
1B (2)] /B, (2)

_ u dz < C||Dul|ra.
B, L. IDul,

1 1
mu(@ dy - m Br(x) u(y) dy dz

< TP o 1)~
Since B, (x) C Ba(y),

< 1 [u(=) — uly)| dyd=
| B, ()2 /T(x) /BQ,,(y)
Using the lemma,
| Du(z)
dz dy
|2 /BT /%zr(y) |z - y|d 1

F (y)

This is a convolution, so you might be tempted to use Young’s inequality

flf gl <
I fllzellglle, where 1 <p < g<r <ooand1+1

=ty However, this barely fails, since
‘Z_xﬁ ¢ L4. Instead, we use the following theorem:

Theorem 6.4 (Hardy-Littlewood). Let u € L}, and define

1
M = .
) =SB L

(Note that |Mu| < ||lul|ge). For 1 <p < oo

|Mullzr < Cllul|zr-

Whenever you are faced with something that is hard to understand, it is a good idea
to decompose the region into pieces where the function is mostly constant. The power
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function |y|® has the property that if 281 < |y|,|y/| < 2%, then |y|*® ~ |y/|*. For our
problem, write Ay = {2F71 < |z — y| < 2F}, so

| Du(z)
/32 \z—y\dld 2<C ) / dellDu( )| dz

2k<2r+c

I / \Du(2)| d=
Bk (y)

2k<20r

<C ) 2W<1Du|><y>.

2k<2cr

It now suffices to bound

> 2M(Du))| < Cr|MIDulllpalL]

2k<2¢r Lt

(Br(2))

Using the theorem,
< Cr?||Dul|pa. O

6.3 Compact operators and embeddings

We will discuss two more topics involving Sobolev spaces:

1. Compactness of Sobolev embedding

2. Poincaré-type inequalities (how to get information about u from || Du||r» given some
extra condition for normalizing the function).

Let’s set up the discussion for the first topic.

Definition 6.4. Let X,Y be normed spaces, and let T : X — Y be linear. We say that
T is a compact operator if T(Bx), the image of the unit ball in X, is compact in Y.
Equivalently, we may require that for all bounded {z,} C X, {Tz,} has a convergent
subsequence.

Definition 6.5. Suppose that we have an embedding (i.e. a bounded, linear, injective
map) ¢ : X — Y. We say the embedding X CY is compact if ¢ is compact.

We are interested in writing something like this: W1P(U) C L4(U). If we think of
WLP(U) as a subspace of functions, then this embedding will be compact.

What is the basic compactness theorem in the setting of function spaces? We will use
the Arzela-Ascoli theorem:

Theorem 6.5 (Arzela-Ascoli). Let K be a compact set and A C C(K). Suppose that
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1. A is locally bounded, i.c. for any x € K, there is an M (x) such that for all f € A,
|f(z)| < M ().

2. A is equicontinuous, i.c. for all € > 0, there is a 6 > 0 such that for all f € A,

[z -yl <6 = |f(z) - fly) <e, Vayek.

Then A is compact.
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7 Compactness of Sobolev Embeddings and Poincaré-Type
Inequalities

7.1 Compactness of embeddings of Holder spaces into Holder spaces
Last time we defined the notion of compact operators.

Definition 7.1. Let X,Y be normed spaces, and let T : X — Y be linear. We say that
T is a compact operator if T'(Bx), the image of the unit ball in X, is compact in Y.
Equivalently, we may require that for all bounded {z,} C X, {Tx,} has a convergent
subsequence.

The proof will resemble the proof of the Arzela-Ascoli theorem.
Theorem 7.1 (Arzela-Ascoli). Let K be a compact set and A C C(K). Suppose that

1. A is locally bounded, i.c. for any x € K, there is an M(x) such that for all f € A,
|f(@)| < M(z).

2. A is equicontinuous, i.e. for all € > 0, there is a 0 > 0 such that for oll f € A,

z—yl < = |f(z) - fly)<e,  Va,yeK.

Then A is compact.

There is a weaker notion of convergence in C(K), pointwise convergence. The link
between pointwise and uniform convergence is given by the equicontinuity assumption. In
short, we use extra regularity to help us prove compactness.

Theorem 7.2 (Compactness of CO*(U) € C*¥(U)). Let U be a bounded open subset
of R, and assume 0 < o < o < 1 (so that CO*(U) C C%(U)). The embedding
OO (U) — C(U) is compact.

Here is a sketch of the proof.
Proof.

(i) The first observation is to note that the embedding C%(U) — C(U) is compact (this
is by Arzela-Ascoli).

(i) By (i), if {u,} € C%*(U) is bounded: |un}co.« < M, then there is a subsequence
up, such that {uy,,} is convergent in C'(U) (to ux). We claim that in fact,

||un] — ’LLOOHC()’Q/(U) — O.
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The key idea here is interpolation. Because

[0llo.ar = llvllzee + [0]go.ar,

we need to show that /
(0] go.ar < 0]z [0] 042,

where the o/ /o exponent comes from dimensional analysis concerns. If we have this,
then

’
g — el < [ty — e[/ [t — o] 02

—0 by (i) bdd

To prove this inequality, write

v(z) —v / v(z) —v of /e
‘ ( ) (y)‘ §(|U($)|+|U(y)|)1—a/a<‘ ( ) (y)‘) )

|z — y| |z — y|

Then take the sup over x,y € U with x # y on both sides. O

7.2 Rellich-Kondrachov compactness of embedding Sobolev spaces into
LP spaces

Theorem 7.3 (Rellich-Kondrachov). Let d > 2, and let U be a bounded domain in R® with
C' boundary OU. (Recall that if 1 < p < d, we have the embedding W'P(U) — LP"(U),
where 1% = % —1.) Let 1 <p<d, and let 1 < q < p*. Then the embedding W P(U) —
L9(U) is compact.

As in the discussion of Arzela-Ascoli, we will approximate a bounded sequence by a
part which is compact and leverage some sort of uniform control. Here is a property of
mollifiers that will be useful for us: Recall that if v € LP(RY) and ¢ € C®°(R?) with
[o =1, . xv — v in LP(R?). This is a qualitative statement that doesn’t tell us how
fast this converges with respect to e. However, if we have more information, we can rectify
this.

Lemma 7.1 (Accelerated convergence of modifiers). Let 1 < p < oo, and suppose v €
WkP. Choose ¢ € C°(RY) such that [¢dr =1 and [x%pdz =0 for all 1 < |a| < k.2
Then

llpe % v —v||pp < CF|OW || L.

Here is the proof of this lemma when k = 2. The argument is the same for other values
of k.

2The conditions J2%pdz = 0 are called moment conditions.
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Proof. First, write

/ e —y)dy—  w(@) = / e (0) (0(z — y) — v(x)) dy.
—~—
=/ e (y)v(z) dy

Here, we should think of |y| < e. To quantify the convergence of the v part, we Taylor
expand in y. We will be using the integral form of the Taylor expansion with remain-
der.3Write

'd d d
2ol — — [ 21— Zu(r —
/0 dsv(:v sy) ds /ds( s) dsv(x sy) dx

1 d2
. + /0 (1-— s)@v(x — sy) ds.

d
= olw = sy)

The first term gves y - Vo(x), and the second term gives 3y’ fol(l — 5)0;05v(x — sy) ds.
The contribution of the first term is 0 by the moment condition, and we are left with the
remainder, which we can control. In all, we get

1
/ eyl — ) dy — v(z)| < / e @)lyl? /0 0% p(x — sy)| ds dy.

This tells us that

e < 1020l [ Tecto)l ol dy
~—
Se?
< €2)10%0|| . O
Now let’s prove the theorem.
Proof.

Step 1: Reduce to the compactness of W'P(U) — LP(U). This is sufficient because
of the following two cases:

Case 1: WP — L4(U) with 1 < ¢ < p. In this case, if U is bounded, then
Holder gives [|v]|zq) < |U|Y/a=1/P||y]||», and we already have control in LP.
Case 2: WP — LI(U) with p < ¢ < p*. Again by Holder, we have

0 —6
[vllze < ol gollvll7
where g = g9+ Z%(l—@). The condition that p < ¢ < p* tells us that 0 < 6 < 1.

The LP term goes ti 0 by compactness of WP — CP, and the LP" term goes to
0 by the Sobolev inequality.

3Sung-Jin Oh says that this is the only version of Taylor’s theorem you should ever use; this is a lesson
he learned later than he would have liked.
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Step 2: Prove compactness of WiP(U) — LP(U): Given {u,} € WHP(U) with
|unllwir@y < M < oo, by extension, we can find a sequence of extensions u, of up
defined on R? such that

[unllwp@ay < Cllunllnr pey < CM

and suppu, C V, where V is a bounded open set containing U. It suffices to find
a subsequence of w, that converges in LP. Introduce ¢ € C°(R?) with [pdr =1,
and write
Up = @ *Up+ (Up — @ xUp) .
Une en,e

By the lemma,
||€n5||LP < C€M,

independent of n. Also, note that using Holder’s inequality (specifically using that
J i (z = y)ee(z —y)| dy < |[un| e lleel 1),

an,‘SHLw + van,aHLC’O < C..
For each /¢, there exists a subsequence u,, such that
lengell <27

and such that
||vn£/,£ - 'UnZ/,EHLP < 2~¢ Vfl,fl/ > /.

(The second statement is by Arzela-Ascoli. Now use a diagonal argument to extract
a convergent subsubsequence; i.e. apply this recursively to subsequences and then
extract a diagonal subsequence that converges. O

7.3 Poicaré-type inequalities

A Poincaré-type inequality refers to any inequality that controls u in terms of informa-
tion on Du, along with some additional condition to fix the ambiguity.

Theorem 7.4 (Poincaré inequality). Let 1 < p < oo, and let U be a bounded domain in
R? with Ct boundary OU. For u € WYP(U) with [; udx =0,

lullr < Cul|[Dul| -
Remark 7.1. For p = 1, the proof requires a bit more effort than what we will say.

Here is a proof from Evans’ book. This is a typical application of Rellich-Kondrachov
compactness.
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Proof. We argue by contradiction. For contradiction, assume that for each n > 1, there
exists u,, € WHP(U) such that [u, =0 and

[unllLe = nl|Vun|| Lo

By normalization, we may assume that ||u,|z» = 1. Then it follows that

1
|Vun|lor < —.
n

In particular, this means that ||u,/|w1.r@) < 2, and by Rellich-Kondrachov compactness,
there is a subsequence such that u, — us in LP. Moreover, 1 = ||uy||zr — ||JtoollLr-
Since Du,, — Du weakly in LP, we must have Du = 0. That is, u is constant on U. But
0= [ un, — [ u, which tells us that v = 0 on U. However, this contradicts ||ulz» =1. O

In most applications of this compactness arguments, u will satisfy linear relations that
imply that it equals 0. Then you can show that it’s not 0.

Remark 7.2. Another popular form of the Poincaré inequality is

< CUHDuHLp.
§7)

U — —Uu

Ul

Here are some other examples of Poincaré-type inequalities:

Theorem 7.5 (Friedrich inequality). Let 1 < p < oo, and let U be a bounded domain in
R? with C' boundary dU. For u € WYP(U) with u|sy = 0,

lullzr < Cul|Dul| o

We can prove this in the same way using compactness. On the other hand, we can also
prove this just from the Sobolev inequality for VVO1 P0).

Theorem 7.6 (Hardy’s inequality).
(i) If u € WP(U) and ulgy = 0, then

1
_ < C|D .
Pt ey = CIPul)
(i3) If u € WIP(RY) with p < d, then
1
Hu < C||Dul|r.
|$| Ly

We can view Hardy’s inequality as a refinement of Friedrich’s inequality. We will discuss
the proof next time.
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8 Hardy’s Inequality and Introduction to Elliptic PDEs

8.1 Hardy’s inequality

Last time, we introduced Hardy’s inequality.

Theorem 8.1 (Hardy’s inequality). Let u € C°(RY) with d > 2. Then

< C||Dul| 2.

1
—U
L2

]

This is a sharp inequality. We will see what the extremizer looks like.

Proof. Switch to polar coordinates (r,w). It suffices to show that this inequality holds with
the radial derivative: For each fixed w,

1
/2u27“d_1 dt < C/ |0yl ?rd=t dr,

r

and then we integrate over w on both sides. The idea is to complete the square. We will
subtract one side from the other and show it is > 0. Without motivation, let’s examine

2a o?
(Oru + %u)2 = (Ou)? + —u Oru + ﬁuQ.

The left hand side is > 0. Now integrate both sides:

a,\2,.d—1
OS/(aru—l-Tu)r dr
9 | 2a o? 2\ d-1
= X — ud,u +—=u”|r r
Oru)? + — udyu +—; d
T N~~~ T
%Oruz

1 (o)
= /(aru)Qrdl dr +a? / —ulrtlae + a/ oulrd=2 dr
0

r2
We want to integrate by parts. Since d > 0, the boundary term will be 0. In particular,

Jo© OpuPr?=2 dr = w2t — (d = 2) [¢F urd S dr.
>~ ]
0

r2

Really, what we need here is (d —2) > 0 because we want the coefficient of « in the above
quadratic term to be positive. We can upper bound this by plugging in o = %. We can
also upper bound [;° Lu?r®tdr < (5%5)? [(Opu)*rt dr. O
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Remark 8.1. Not only do we get the inequality, but we also get that

d—2\* [~ 1 o > d—2 \?
<2 )/0 ﬂuzdr:/O (8Tu)2rd1dr—/0 (&u—i— o u) rd=1dr.

d—2)/2

This tells us that the extremizer is r—( . However, this is not an element of H', so we
can get near extremizers by including appropriate cutoffs.

8.2 Linear elliptic equations

Elliptic PDEs are a generalization of the Laplace equation —Au = f.

Definition 8.1. The symbol of a partial differential operator is what we get when we
replace 0; with ¢¢;.

It turns out that an important property is that —A Zj 0;0; has (principal) symbol
-2 (i&;)* = |€|2. What’s important is that |¢|? is nonzero and thus invertible for £ # 0:

1
€17

This leads to the general definition of ellipticity of a partial differential operator.
Suppose that P is a linear partial differential operator such that if v = (u! )?7:1 U —
RV, then (Pu) takes values in RV and

7

KPi=f = U=

Jag,...

(Pu)f - Z Al 7ad60‘u‘] +(lower order terms).
J,a

la[=K

principal part
Here, K is called the order of P.

Definition 8.2. The principal symbol of an operator is

K 1
Uprin(P) =1 Z AJ,al,...,ad (‘T) (1)Zl o 'fgd'
ong

Here, we allow the coefficients to be functions of z. We say that P is elliptic if opin (P)
is invertible for all z € U and £ # 0.
The case N =1 is called the scalar case, where this looks like

Pu= Z ao(z)0%u.

la[=K

43



Then the principal symbol is
Tprin(P) = %)~ aq(2)€

The first nontrivial example is when K = 2, so
Pu = ai’j&aj + biaj +c.

In this case, ellipticity is equivalent to a"/&¢; # 0 for all z € U and £ # 0. This is
equivalent to a = [a"’] being a positive definite matrix for all z € U.
We will assume that a is a symmetric matrix and require the following property.

Definition 8.3. Uniform ellipticity, is the property that there exists a uniform constant
A > 0 such that a"7&¢; > A for all x € U and [¢] = 1.

This is equivalent to saying that all eigenvalues of the matrix a(z) are bounded below
by A.
Why do we care about elliptic PDEs?

1. These arise naturally in optimization problems in math, physics, etc. In the latter
part of the course, we will discuss these in the context of calculus of variations.

2. They also often arise as a part of evolutionary problems.

Example 8.1 (Incompressible Euler equations). Let u : R; x R — R3 represent the
velocity of a fluid element at each point in time and space. This follows the equation

O+u-Vu+Vp=0
V-u=0

This is one of the most infamous PDEs because of how difficult it is to understand.
How do we figure out p? Take the divergence of the first equation to get that

—Ap =V(u-Vu).
This is the pressure equation.
We will cover:
e Boundary value problems for elliptic PDEs, existence, and uniqueness.

e Regularity properties of solutions to elliptic PDEs. If Pu = f, where P is elliptic of
order K, then we will have elliptic regularity*: If f has regularity of order k (so
f € H¥), then u has regulariity k + K.

4Elliptic regularity holds even for systems.
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e Maximum principles (mostly for the scalar case, N = 1).

If we have time, we will discuss topics such as

e Unique continuation.

e Spectral theory.

We will mostly follow Evans’ textbook, but we will deviate sometimes on a few topics.

8.3 Boundary value problems and a priori estimates for elliptic PDEs

Assume d > 2 and N = 1 (scalar case). Also assume uniform ellipticity of P and some
“nice” regularity for the coefficients a, b, c. We will focus mostly on the case where U is a
bounded domain in R? with “nice” boundary.

When it comes to boundary value problems, you cannot prescribe both function values
and values of the normal derivative at the boundary; this stems from the various uniqueness
properties that arise for these PDEs. We will mostly focus on Dirichlet boundary
problems,

Pu=f inU
u=g on OU.

We will focus less on boundary problems such as Neumann boundary problems,

{Pu:f in U

a%u:g on OU.

We will study solvability for u € H'(U). We will first study the Dirichlet boundary value
problem (ulg, = g is okay due to the trace theorem). We will later discuss the Neumann
boundary value problem, which needs to be studied in H? because we need to use the trace
theorem on the derivative.

The standard reduction is that it suffices to understand g = 0. This is because if we
take any extension (with correct regularity) g : U — R of g, then we can work with v = u0g
and solve the problem

Pv=f+Pj=f inU
v=20 on OU.

Definition 8.4. P is in divergence form if

Pu = 0;(a™dju) + 9;(b'u) + c.
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Note that if a is smooth, then
a=a"19;0; + (8;a™ + b")Ou + (8;b" + ¢)u.

Our discussion of existence and uniqueness of the Dirichlet boundary value problem
would be based on a-priori estimates.

Theorem 8.2 (a-priori estimate). Suppose that u € H' solves the Dirichlet boundary
problem, and assume that b,c € L> with ||b||ree + ||c||re < A. Then there exist constants
C >0 and v > 0 such that

lullm @y < Clfla-1 +lull2 @)

Proof. The proof is essentially integration by parts. We can use approximation to justify
the integration by parts. Write

/ Pudx = / (0;(a™ pu + Y u) + cu)u dx
U U
= / —a" Qudju — Yudju + cuu dx

Uniform ellipticity tells us that A|Du|? < a®/;ud;u; integrate this to take care of the first
term. The second term can be dealt with using Cauchy-Schwarz, and the third term is

Yz
Putting this all together gives

ADullZasy < Cllf L=l + /U 1610wl u] da + /U elluf? dx
< O\l sl + A / Oulu] dz + A / fuf? d.
U U
<loulll|ull 2 Svllullig

If we make +y large enough so that we have put an ||lu[|3, on the right hand side and abosrb
the second term, we get

lull? @y < ClF = llell e+ lull g2 el 2 0

Remark 8.2. We can alter this argument to only require b € L4t and ¢ € LY/%+.
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9 Solvability for Elliptic Operators

9.1 The Dirichlet problem and energy estimates for elliptic operators

We are looking at a second order, scalar, elliptic operator P (we will sometimes use L,
which Evans’ textbook uses):

Pu = —0;a7*0pu) + b/ 9;u + cu.

For ellipticity, we will assume that a = [a?*] is a positive definite matrix, and we will
further assume that a > Al for some A > 0 (i.e. all eigenvalues of a are > X). For the
purposes of this lecture, we will assume that a,b,c € L*°(U), where U is a bounded domain
with C! boundary.

Last time, we looked at the Dirichlet boundary value problem

Pu=f inU
u=gq on OU.

Recall that we may assume g = 0 be working with 4 minus some extension of g.

By the regularity assumptions on the coefficients a,b,c, P : HY(U) — H~Y(U). Recall
that H-(U) = {f = fo+ 22, 0,ifi = fofi € L?} and that WSP(U)* = W5 (U). The
norm for this space is

d 1/2
[fllg— = inf Ifollz2 + ) I fill
f=fo+>% 10, fi Z

i=1

To build in the Dirichlet boundary condition u|gy = 0, restrict P to P : H}(U) — H(U)
(here, H} is the set of H! functions with 0 trace). To understand the solvability of P (i.e.
existence and uniqueness), we want to understand if P is 1 to 1 and onto. We will use a
priori estimates.

Last time, we proved the following a priori estimate.

Lemma 9.1 (Energy estimate). There exist C > 0,7 > 0 such that for u € H}(U),

lull gy < CllPull -1y + llull L2y

The proof was by integration by parts.

Recall that in order to prove existence statements with a priori estimates, we also
needed to think about the dual problem for the adjoint P*. (In finite dimensional linear
algebra, Az = y has a solution z if and only if r € ran A = *(ker A*). For P as above,
let’s compute P* with respect to (u,v) = [ uvdz:

/8juv dx = —/uﬁjv dx,
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SO
P* = —9j(a?*Opu) — 9;(Vu) + cu,

where we are assuming everything is real-valued. Note that the energy estimate also applies
to P*.
9.2 Case 1: Both P and P* obey good a priori estimates

In our discussion of Sobolev spaces, we introduced the following lemma from functional
analysis.

Lemma 9.2. Let X,Y be Banach spaces, and let P : X — Y be a bounded, linear operator.
If Jul|x < C||Pully, then

(i) ker P = {0}

(ii) For every g € X*, there exists a v € Y* such that P*v = g (ranP* = X*) and
[ollx= < Cllgllx-

If lvlly= < C'||P*v]|x+, then
(i) ker P* = {0}

(ii) For every f € Y, there is a w € X such that Pu = f (ranP =Y ) and |Ju|x <
Iy

Remark 9.1. In our previous proof, we assumed that X is reflexive to reduce (ii) to (i),
but this assumption can be dropped. To see this argument, look for the “closed range
theorem.” The key idea is that ran P = *(ker P*).

We want to apply this lemma to our P, X = H}, and Y = H-1(U). In this setting,
X*=HYU)=Y, and Y* = H{(U) = X.

In the energy estimate, we have an extra term 7||lu 72y in the bound. For now, we
will get rid of it by cheating. We will deal with it in full later. Here is when we have the
energy estimate with v = 0:

Lemma 9.3. Ifb=0 and c = 0, i.e. Pu= —0;(a’*0;u), then the energy estimate holds
with v = 0.

Proof. By density, u € Cg°.

/Puudm:/ —0j(a?*u)u da
U U

= / aj’kajuﬁku dx
U
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> A/)U!Du|2 dx

ZC’/ lu|? dx.
U

As in the proof of the energy estimate, we cancel a factor of ||u||z1 on both sides of the
inequality to get the result. ]

Using Friedrich’s inequality,

Remark 9.2. Since P* has the same form with the same constants, this condition gives
the energy estimate with v = 0 for P*, as well.

Theorem 9.1. For every f € H Y(U), there exixzsts a unique u € H}(U) such that
—0;(a?*ou) = f in U.

Remark 9.3. For the proof of this, Evans’ textbook uses the Lax-Milgram lemma, but
our lemma is actually stronger.

9.3 Case 2: General P

To obtain stronger results for our general problem, we will develop tools which are specif-
ically useful for this problem. In particular, we will discuss Fredholm theory.

Recall the notion of a compact operator K : X — Y from functional analysis: K(Bx)
is compact, where Bx = {x € X : ||z| < 1}.

Lemma 9.4.
(o) For K : X =Y, K is compact if and only if K* is compact.
(i) (Solvability of (I + K)x =y): Let K : X — X be compact, and let T =1+ K.
(a) ker(I + K) is finite dimensional.
(b) There exists an ng > 1 such that ker(I + K)™ = ker(I + K)™ for n > ny.

(c) ran(I + K) is closed, so ran(I + K) = *(ker(! + K*)).

(d) dimker(I + K) = dimker(/ + K*).
Remark 9.4. Part (d) is the general equivalent of the fact that in finite dimensional linear
algebra, the row rank of a matrix is equal to the column rank of a matrix. This statement

is that index(I + K) = 0, where the index of an operator is the difference of these two
quantities. The index tends to be very stable under perturbation.
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Proof. For the proof when X is a Hilbert space, see the appendix of Evans’ textbook.
What is the idea? Here is how to think about compact operators: Notice that if A has
dimran A < oo, then A is compact. Also notice that if K,, — K in the operator norm
topology on L£(X,Y), then K is compact. Combining these two facts tells us that the
closure of the set of finite rank operators is a subset of the compact operators; in separable
Hilbert spaces, this is what all compact operators look like. O

Why is this lemma relevant for us? Take any general
Pu = —9;(a?*0yu) + Vpartial ju + cu.
In general, the energy estimate gives
[ull 3 0y < ClIPullg-1(0y + yllull 2 ()

But if we consider instead (P + pl)u = —9;(a?*0pu) + b7
partialju + (¢ + p)u with > 1, then we can remove v on the right hand side.
Indeed,

/(P + p)udr = / —3jai’k8ku dx +b, c terms + /uu2 dz,

>\ [ |Dul? dz

where the [ pu? dz term is favorable if > 0. By case 1, for u sufficiently positive, for all
f € H™L, ther exists a unique u € H} such that

(P+ plu = f.
We then have a well-defined map (P + uI)~!: H-Y(U) — H}(U). Now go back to
(P+ p)u— pu= Pu=f.
Apply (P + )~ to get
u—p(P+p) lu=(P+p)'f.

By Rellich-Kondrachov (recalling that U is bounded), the embedding ¢ : H}(U) — L? is
compact. From this, it follows that

-1
(P+p)

(P+p)~t:L2(U) - HYU) HY(U) — L*(U)

is compact (since Ao K or K o A is compact whenever A is bounded and linear and K is
compact). Thus, —u(P + u)~t: L*(U) — L?*(U) is compact. Thus, our repackaging of the
problem,

w—p(P+p) tu=(P+p)'f,

is of the form (I + K)z =y.
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Theorem 9.2 (Fredholm alternative). Let P be as before, and let U be a bounded domain
with C* boundary.

(i) Ezactly one of the following holds:

(a) (Solvability) For all f € H-Y(U), there exists a unique uw € H}(U) such that
Pu = f, and there exists a C' > 0 independent of u, f such that |lu|| g1y <

Cllfll -1 wy-
(b) (Exzistence of nonzero homogeneous solution) There exists a nonzero u € H}(U)
(or equivalently in L*(U)) such that Pu = 0.

(ii) If (b) holds, then dimker P < co and dimker P* < co. Given f € H Y(U), there
exists a u € HY(U) such that Pu = f if and only if {f,v) = 0 for all v € ker P*.

Remark 9.5. While our initial approach didn’t really care about boundedness, this ap-
proach essentially relies on this condition.

Remark 9.6. Part (ii) is a statement about norms. This will be an exercise and follows
from compactness.

Remark 9.7. Here is a very nice consequence of this theorem. Take
Pu = —8;(a?*dpu) + b dju.
There is a weak maximum principle which says that

sup |u| = sup |ul.
T U

This gives uniqueness in this Dirichlet problem. Then the Fredholm alternative gives us
solvability from the uniqueness. We will properly discuss this later, when we go over
maximum principles.
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10 L?-Based Elliptic Regularity

10.1 Regularity theory for the Poisson equation

Last time, we discussed solvability for elliptic PDEs. Now we will talk about the regularity
of solutions to elliptic PDEs. Here is a prototypical example.

Example 10.1. Consider the Poisson equation —Au = f in U, where f € H*(U) or
Chka = {u e CHU) : 0°u € C¥(U) V|a| = k}. The idea is that u should be more regular
than f by order 2. Interior regularity says that for all V- CC U (notation meaning V is
bounded and V C U),

[ull 2y < ClF ey + Cllull2w)

Similarly,
[ullorr2.avy < Cllfllor.ay + Cllull Lo

In general, the constant C' can depend on the domain V.

The first of these statements is referred to as L?-based regularity theory, and the
second is referred to as Schauder theory. We will think about L2-based regularity theory
for now and discuss Schauder theory later.

For L2-based regularity theory, the key idea is integration by parts (the energy method).?
We will make a simplifying that v € H¥T2(V); this is not assuming everything because
from this qualitative fact, we will derive a quantitative bound. This assumption allows us
to commute the equation with derivatives. We have not said any assumptions about the
boundary, which may seem like an issue with integration by parts, but this is why we are
discussing interior regularity. We will solve this with a cutoff function.

Let ¢ be a nonnegative, smooth cutoff function which equals 1 in V' and equals 0 near
OU. Then (squaring ¢ in anticipation of a nice L? trick),

/Ufug“2dx:/U—AuuC2

_Z/aua (u¢?) d

9uC?+2uld;¢
Note that we have no boundary term in the integration by parts thanks to (.

d
-y / (0;0)2C% + 20,uuCd;( da.
i=1

5Fraydoun Rezakhanlou says that he is an analyst, a PDE-ist, and a probabilist. He is an analyst
because he uses the Cauchy-Schwarz inequality, a probabilist because he uses Chebyshev’s inequality, and
a PDE-ist because he uses integration by parts.
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Rearrange this to get

/ |Dul?¢? dx < + 2
U

/ uCDu - D dx
U

/Ufu§2 dx

To control this right term, we use the AM-GM inequality ab < § + %. But we can weight

this by /¢ on a and % on b to get the inequality ab < 6% + %% This bounds

1/2 1/2 1
2(/ Du|2C2> </ u2|DC]2dx> gs/ \Du|2<2da;+/ u?|D¢|* da.
U U U €Ju

Now set e = 1/2 to absorb the first term to the right hand side.

This gives
1
2/ |Du|*¢? dx < ’/ fuc? —|—2/u2\DC]2dx
U U U

<[ fllz2@y + lull 2@y,

<2([yy [Dul2¢)Y2(fy; u?| DE|? dar) /2

and we lower bound the left hand side by % [i, |[Du[*dz. For the actual result, we could
have upgraded the || f|lz2(ty to || f]|g1 () by using an additional cutoff argument.
What about higher regularity? Suppose k + 2 = 2. Then if —Au = f, we get

—Adju = 0; f,
where 0ju € H', so we can do integration by parts. Now apply the case k = 1 to get
/ |DOjul? dx < ‘/ 9; fou? dx
1% U
Bound the first term by (using the same AM-GM trick)
1
/ foju¢® da| < / 2 de + 5/ |0;ul*¢? du.
U de Ju U
Absorb the second term to the right hand side to get

/U|Daju|2g2 dz < C/Uf2 dx + C|| Dul|Z: -

+ 105ull L2 0y

We want to change the last term into [|u|z2(gy. Our tool to do this is the H' bound we just
proved. But this needs us to have a domain in the interior of U. However, note that if we
define V. CC W CC U, we can replace this term on the the right hand side by C'l| Du/| 12y
Then we use the H' bound || Dul| 20wy < || fll 22wy + llull 21y~ In conclusion, we get

1DOjullz2(vy < Cllfllrzwy + Cllullzzw)
for all j. Combined with the H' bound, this gives the H? bound

lull 2vy < Cllf 2y + Cllull 2oy
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10.2 L2?-regularity for elliptic operators

For the full L%-regularity theorem, we have an elliptic operator
Pu = —9;(a’*0pu) + b/ 0ju + cu,

where u : U — R and U is an open subset of R%. We also assume a(x) = A for some A > 0
for all z € U. Also assume a,b,c € L>(U) (although the natural assumption for d > 3 is
actually a € L®, be L c e Ld/z). For the H? bound, we also make the assumption that
Oa € L*°(U); this comes from the fact that if we want to commute the derivative as in the
argument above, we must be able to deal with the derivative of the coefficients a*7.

Theorem 10.1 (H? elliptic regularity). Let u € H'(U) be a weak solution to Pu = f on
U, and let f € L*>(U). Then for all V CC U, u € H*(V), and

lullzzovy < CUf 2@y + lullL2@n)-

The proof of this theorem is the same as the previous argument but with some minor
adjustments. The main step is integration by parts. Formally,

/—3j(aj’k3kv)vC2 d{z:/ aj’kakvajvga d:c+/ aj’kakvvgajgdx
U U U

>\ /U D da—al=- [ |DulclellDC] do
<3 etz 1DV +3 llall oo ol DCI
A 2
2 / ’D’U|2C2 dx o HaHL / |’U|2‘DC|2 dl’
2 Ju oy

Since we do not know a priori that u € H?(V), need to modify the proof idea to
commute the equation with difference quotients instead of derivatives.

Definition 10.1. If k € {1,...,d} and h € R\ {0}, the difference quotient is

v(x + hek) —v(x)
7 .

Dv(x) =
This converges to dyv(z) as h — 0.
Proof. Step 0: Note that for u € H'(U),
Pu=finU <= (Pu,p)=(f,9) VoeCZU)
Here, Pu € H-Y(U),f e L> C H L.

= (Pup) = (f,¢) VpeHy(U) (=(HU))
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When we did our a priori estimate last time, we used approximation of u by smooth
functions. However, here, we want to show that we have extra regularity, so the equivalent
of approximation is this step above.

= / a?*djudpp + Y djup + cup dr = / feode Vo € HY(U).
U U
Step 1: Now commute the equation with D;-‘. Note that the Leibniz rule holds:

Dl uv)(z) = D;‘u(:c)v(:c) + u(x + h)D?v(x).

This comes from

wo(z + h) —uwo(z) = (u(x + h) — u(x))v(z) + u(z + h)(v(z + h) — v(x)).
=wh(z)
Now
D;lf = D?(—Ojaj’kﬁku + b 9ju + cu)
= —ag(ah)j’kﬁkD?u + (bh)jagD?u + ChD?u — 9y(D"a)"*pu + (D;‘b)fagu + D;-lcu.

Rearrange this as ~
—0y((a")"* 0, Dlu) = f1!,

where f{1 is everything else. Now
<_a€(ah)e7kakD§lua 90> = <ﬁ1’ 30> V(p € H(%(U)a

where the left hand side equals
/(ah)é’kak(D?)uc{)ggo dx.

Step 2: “p = 9;u¢?”: Choose ¢ = D;-‘(:2 € H}(U). By the integration by parts idea,
we get

A ~
2/ |DD}uf*¢? da < --- fiD}u.
U

One treats the right hand side like before, treating D;?u like Oju. To make this precise, we
need the following lemma:

Lemma 10.1 (from Ch 5 in Evans). Let V CC U.
1. Ifu € W, [ID}ull povy < CllOjull 1oy for |h] < 1.
2. Assumew € LP. For h < 1, if HD;”U,LP(V) < A, then 9; € LP, and ||0jul|pr(vy < A.
This finishes off the proof.
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11 L?-Based Interior and Boundary Regularity

11.1 HF elliptic interior regularity

Last time, we were studying L?-based regularity theory. We were considered with the
second order, scalar partial differential operator

Pu = —0;(a"*Ou) + ¥ 9;u + cu,
where a?*(z) = M for all z € U for some A > 0.

Theorem 11.1 (H? interior regularity). Let U be an open subset of RY, and suppose
|Dal + |a| + |b] + |c| < A for allz € U. Let u € HY(U) be a weak solution to Pu= f in U,
where f € L2(U). Then for all V CC U (V bounded with V C U), u € H*(V), and

lullzzovy < CUf 2@y + lullze @)
Remark 11.1. The constant C' is independent of u and f but dependent on A\, A, V,U.

The basic ideas in the proof were:

1. Integration by parts and ellipticity give us control over the highest order term.

2. Commute the equation with J;.

In the proof, we looked at the equation for Jju, then applied ellipticity to control
|¢DOjul| 2, where ¢ was a smooth curoff which equals 1 on B but is 0 near OU. In

reality, however, to deduce that u € H?(V'), we have to work with the difference quotient

Dj (u) _ u(erheli)fu(x).
Here is the higher regularity version of this theorem.

Theorem 11.2 (H* elliptic interior regularity). Assume the same hypotheses as before,
except

e |D%| < A for all |o| < k—1, |D*|+ |D%| < A for all |a| < k — 2,
e fc H2(U).
Then for all V CC U, u € H*(V), and
[ull ey < CU =2y + lull2w))-

Proof. Here is a sketch. The proof follows the same idea, except we commute D? for
|8] < k — 1. Then look at the equation for Du:

DPf = DP(Pu)
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= DP(=0;(a?*Ou) + b dju + cu)
= —9;(a?*9, DPu) + DP (W dju) + DP(cu).

Multiply both sides by ¢(2D%u. The first term on the right is

- Z 9;(DPVal 9y DVu)c,.
YSBAFES

This gives us control of ||DDAu(]|| r2(y- For the rest of the terms, you do not see more

than k£ — 1 derivatives of of u and k — 2 derivatives of b and c after integration by parts.
In reality, the details need to be carried out with difference quotients, using induction

to take care of lower derivative terms. The full proof is in Evans’ book. O

11.2 L2-based boundary regularity

Previously, we have been looking at regularity away from the boundary. You may also
notice that we have not been putting conditions on boundary behavior of u (we only
required, for example, u € H' rather than u € H&)

Theorem 11.3. Assume the same hypotheses as in the H? interior reqularity theorem,
except:

e u€ HYU) (i.e. ulgy = 0 in the sense of traces).
e OU is C2.

Then u € H?(U), and
lull g2y < CU N2y + llull2@n)-

Proof. Assume for simplicity that u € H?(U); we can take care of this by doing the
argument with difference quotients instead of derivatives. We will omit the contribution
of b and ¢ because they do not contribute much, as we have seen. Start with the equation

f=0;(a?*opu) + -
We want to take a derivative to say
O f = —0p(9;(a” Opu)),

but we cannot necessarily take the derivative at the boundary. However, notice that if the
boundary is flat (wlog {z? = 0}), then all 9, exist for = 1,...,d — 1. The only problem is
the normal derivative d,0 = —v. In other words only (d — 1)-many directions (tangential
to OU) are admissible.
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For the sake of simplicity, take the special case when U = B1(0) N Ri and suppu C
Bi2(0) NRE.

In this case, {f = —0; (a7 0 Oput) —8j(8gaj’k8ku) for{ =1,...,d—1. For these d—1 terms,
we can use the cutoff ¢ which equals 1 on By/5(0) and is 0 near 9B1(0) to get

ICDul| 2 < CIC 2 + llull2)-

In the integration by parts, there is an additional boundary term from By 5(0) N {z¢ =0}.
However, this contribution is zero because u|sy = 0, which also implies dyu|gy = 0 for
(=1,...,d—1.

In this special case, it now remains to control ||(0,40, aul/z2. The key observation is
that the equation allows us to express D, D,u in terms of everything else. Recall that the
original equation is

f= —8j(aj’k8kU) R
The condition that a = AI is equivalent to a/*¢;& > A|¢|? for all € € RZ. If we take £ = eg,
this tells us that a®® > X\. Now write the equation as
f= —04a®™dqu) — Z d;(a?* o).
—_——— .
k

=ah29%u—(9ga®?)dqu jjﬁ?’#d

We can divide the equation by a®? to get

1

% =
—ad,d

(a - Dianu + (0a), b)Du + cu + f.

This lets us control 83u by the other derivatives, completing the proof in this special case.

In general, we reduce to this special case by first using a smooth partition of unity and
boundary straightening. In particular, for every x € 9U, there exists a ball B,(z) such
that, after relabeling of the coordinate axes, U N B,(z) = {z? > y(z',..., 2971)} for some
C? function . We then take a boundary straightening map ¥, defined by

{yzzﬂce (=1,....d—1

y? =2t — (2t ... 2.
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By compactness, U C (Ule Ui) U Uy, where Uy, are balls covering the boundary and Uy
contains the rest of the interior. Then there exists a smooth partition of unity {Xk:}kK:o
subordinate to this cover, which gives

K

u = Xou + Z XkU-
k=1

The first term is supported on the interior of U, so we can apply our interior regularity
theorem to it. For each other yju, when we change z — y = y(z), we are reduced to
the half-ball case already covered (both in terms of geometry and support of u). Check
that the ellipticity constant of the resulting equation is still ~ A and that da(y) , b(y)
obey same bounds as before; this comes from writing the equation in terms of derivatives
in y and checking that the change of variables formula a/* = %Ej/’k,gyi:, preserves the
a = A condition. From the H? bound for ux(y), come back to uxy(z) (which needs the
C? condition on OU). O

11.3 High level comparison of L?-based regularity theory and Schauder
theory

L?-based regularity theory, which deals with weak solutions in H', is useful for deriving
the existence of the solution. In order to derive the H! bound, we only need a € L,
rather than requiring additional regularity. Think of

—0;(a?* (u)Opu) = f,

where the coefficients a?* may be very rough. However, it is wasteful in terms of the
regularity required of a for higher regularity of the solution w.

To rectify this, we want another regularity theory that works well in this respect for
nonlinear equations. This is achieved by Schauder theory, elliptic regularity theory in C*.
Holder spaces are naturally algebras; they play well with products, which are generally the
problem with nonlinear PDEs. The gap between L2-based regularity theory and Schauder
theory is given by the famous de Giorgi-Nash-Moser estimates, which we will hopefully
discuss later in the course.
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12 Overview of Schauder Theory

12.1 Main theorems of Schauder theory

Schauder theory can be summarized as “Hoélder-based elliptic regularity theory.” Here are
some of the main theorems.

Theorem 12.1 (Shauder, interior regularity, divergence form). Let U be an open subset
of R, and suppose that Pu = f, where Pu = —9;(a’*0u), a = A\, and a € C*~12(U),
Assume that u € CP*(U) (with k > 1 and 0 < a < 1) and f € C*22(T) (if k = 1, we
assume that f = fO + Z;lzl 0jf7 with O, f7 € C*(U)). Then for all V. CC U, there
exists a constant C = Cy, such that

[ullerary < Cllullcow) + 1 fller-20w))-

(If k=1, we define | fllo-1.0 = | fllcoe + 351 1] coa-)

Remark 12.1. We omit the ¢/ + Oju + cu parts because they can be easily added, and
they are generally dealt with on a case-by-case basis to determine what regularity you need
for b and c.

Theorem 12.2 (Schauder, interior regularity, non-divergence form). Let U be an open
subset of R, and suppose that Qu = f, where Qu = —aj’kﬁjaku, a = M, and a €
Ck=22(T), Assume that u € C**(U) (with k > 2 and 0 < a < 1) and f € C*=2(T).
Then for all V CC U, there exists a constant C' = Cy such that

[ulleraqvy < Cllullcowy + 1 fller-20w))-

Definition 12.1. We say that U has C*® boundary if for all z € OU, there exists an
r > 0 such that (after possibly rearranging the axes)

UNBy(z)={y € Br(zx):y" >y, ...,y4 )y e Ck}.

Theorem 12.3 (Schauder, boundary regularity, divergence form). Assume the same hy-
potheses in the interior divergence form theorem, and assume that OU is C* and U is
bounded. Take Pu = f with the boundary condition u|sgy = 0. Then there exists a constant
C' such that

[uller.o@y < Cllullcowy + 1 f ler—2.0(0y)-

Theorem 12.4 (Schauder, boundary regularity, non-divergence form). Assume the same
hypotheses in the interior non-divergence form theorem, and assume that OU is C** and
U is bounded. Take Qu = f with the boundary condition ulgy = 0. Then there exists a
constant C' such that

[ullgrewy < Cllullcowy + [[fller—2ew))-
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12.2 Overall strategies of the proofs

Here are strategies to prove these theorems.

Interior:

k

1. Prove the result in the constant coefficient case (a’* constant).

2. Prove the general case using the constant coeflficient case by the method of
freezing the coefficients: Elliptic regularity is local, so we can split the space
into small balls and prove the statement on each ball. The regularity of a/*
allows us to approximate the general problem by constant coefficient problems.

Boundary:

0. Locally straighten the boundary to reduce to the case of half balls.

142. Use the same method as for interior regularity. Step 0 makes the relevant
constant coeflicient problems be the half-space case.

We will provide two proofs for the constant coefficient case:

A. Littlewood-Paley theory proof

B. Compactness + contradiction proof.

12.3 Littlewood-Paley proof of Schauder estimates

Theorem 12.5 (Constant coefficient Schauder estimate). Let Pu = —(9j(a%’k8ku) =
—a{)’k@aku, where ao’k is constant on R%, and a9 = M. Assume that \a{)’k\ < A, where
A>\>0. Forue CERY) and f € CF2%(RY) such that Pu = f,

[ullcremay < Cll fller—2.0(ray-

Let us emphasize that we assume that u has compact support. We will focus on the
case k = 2.

Definition 12.2. Define

L gl<1
x<o(§) =490  [¢I>1
>0 V¢,

X<k (€) = x<o(£/29),
Xk(6) = x<h1(€) — x<k(§)  (so suppxx € {€: 2" < [¢] <22},
The Littlewood-Paley projections are

Pyo = F 1 (x(€)D), Pep = FH(x<k(€)D).
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Observe that for all v € S’(R?),

v = ngov + Z Pv.
k>ko

If v satisfies certain regularirt conditions in the same norm, P<y,v — 0 as ky — —oo. Note
that |€| ~ 2¥ on supp xs.

Lemma 12.1 (Littlewood-Paley characterization of C%*(R9)). Let v € CO%(R?). Then

[v(z) — v(y)]

v]co,a = sup
g yle

~ sup 25| Po|| <.
zy |z — kez
TFY
Here is the proof of this lemma:

Proof. (2): Both seminorms are invariant to scaling, so it suffices to consider k = 0. So
we just have to show that

Pov] < [v]con.
Since [ Xo(y) dy = 0 iff x0(0) =0,
Py = / Yol — y)o(y) dy = / Yol — 1) (w(y) — v(x)) dy

V [0
< / Yo(@ — )z — y1* dylv]con.

fixed S(R?) function

(<): Whenever we work with Littlewood-Paley theory, we should think about what
scale we are working on. Let L = |z — y/|, and choose kg so that L™ ~ 2k, Decompose

v(@) = v(y) = Pegyv(k) — Pagov(y) + Y Prv(z) — Pro(y)
k>ko

We can bound the latter two terms as

Y Parov| < Y 1wl

k>ko 00 k<ko
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<> 270

k>ko
~ La [’U]CO,a .

We can bound the first terms using the fundamental theorem of calculus:

| P<ov() — P<pov(y)| < [V P<povllne L

<> |IVPwl|r~L
k<kg

SLY 2"27R ] 000
k<kg

~ DL~ o] 5

Now we can prove the theorem.

Proof. We have P(Pyu) — Py f, so
a?'¢;€Pyu = Pyf.
Since A2 < af'¢ i,

22k o 1 1 22k
P = ot~
alt&;é, 22k 22k aitg;g,
Mk (§)

Pou = Xt Prf,

where Y = 1 on supp xx and supp xx C {|¢| ~ 2¥}. Then
Pou = 2_2k’r>2; x Py f,

SO
1Peull e < C272 | Pof||roe < C272XFf],

which completes the proof. O

12.4 Compactness and contradiction proof of Schauder estimates

Proof. Here are the steps:

1. Assume that the desired inequality fails. Then there exist a%’k, Un, frn such that (after
normalization)

1

Pnun = fn7 [Un]CQoz - 1, [fn]co,a S ﬁ
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After translation, we may also ensure that for some 7, € R%,
| D?un () — D*un (0)] 2 el
Using scaling, we can assume that |n,| = 1.

. Another massaging: Define vy, (z) = un(z) — un(0) — 2Duy (0) — 322 D?u,, (0) to make
D?v,(0) = 0. Then

Py, = zfnv .]?n — 0, [DQU'ﬂ]CO!D‘ =1, ’D2,U'ﬂ(77j)’ > c.

. Take the limit: Let ai{k — ag’f, ~n — 0, v, = v, and 1, — Noo. Then Poov = 0 on
R9, while

[D*v] o <1, D?v(nso) # 0.
But now use Liouville’s theorem for P, (using Liouville’s theorem for the Laplace
equation) to get that D?v(ns) = 0, a contradiction. O
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13 Maximum Principles for Solutions to Elliptic PDEs

13.1 The weak maximum principle

Today, we will cover maximum principles. This material corresponds to section 6.5 in
Evans’ textbook. This is a theory for solutions to elliptic PDEs in terms of their pointwise
values (inherently scalar). Here, it is very important that u : U — R is real-valued.

For today’s lecture, it is more convenient to consider operators in non-divergence form:

Pu = —aj7k8j8kuk + bjaju + cu.

We assume the ellipticity condition, that a > Al for some A > 0, and we assume that
a,b,c € L. (Often, we will start with ¢ = 0.)

The theory of maximum principles should be thought of as a generalization of the
theory of convex functions on R. In the case of convex functions on R, we have the
following theorem.

Theorem 13.1. Suppose u : I — R is convex. Then max;u = maxgy, i.e. the mazimum
1s attained on the boundary.

One way to generalize 1 dimensional convex functions is to look at convex functions in
d dimensions. This is very useful, but it may be too restrictive. Instead, we should think
of subsolutions to elliptic PDEs.

Definition 13.1. We say that u € C?(U) is a (classical) subsolution if Pu < 0.
Remark 13.1. When d = 1 and P = —ad? with a > 0, Pu < 0 if and only if u is convex.

Theorem 13.2 (Weak maximum principle). Let U be a connected, bounded, open subset
of RY. Let u € C2(U) N C(U) with Pu < 0. Assume for now that ¢ = 0. Then

maxu = maxu.
U U

Proof. Step 1: Consider strict subsolutions Pu < 0. We will show that no interior max-
imum is possible. Suppose, for contradiction, that xyp € U is a (local) maximum. Then
Du(zo) = 0, and the second derivative test tells us that D?u(zo) < 0. We have

0 > Pu(x)
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= —a?"0;0ku|p=z, + V' Ojtlg=sy, +_c u
=0
=Du=0 -

We will interpret the first term as a trace. Call h = D?u. Since a is positive definite, we
can find an orthogonal matrix O such that OaO~! = D, where D is diagonal with positive
entries €j. This makes aj’kajak = Oj,j’ej’dj’,k’Ok,k’- Then aj’khjyk = Pj,j’ej’éj’,k’ok,khj,k-

= —tr(aD?u)
>0

This is a contradiction.
Step 2: Upgrade to all subsolutions u. Introduce the approximation

Use = U+ €V,

where v is a strict subsolution: Pv < 0 with v € C?(U) N C(U). Then u. — u uniformly
on U, and
Pu. = Pu+ePv < ePv <0.

How do we construct a strict subsolution v? We want something that is convex. A good
candidate is v = €' because

. 1 1
—a?*9;0p (e ) = —able” <.

We want to introduce a function which has a second order derivative much smaller than a
. . . . 1 .
first order derivative. So instead consider e** , where p is large. Then

—aj’kﬁjﬁk(e“xl) = —gller < —)\,u2e‘””1,
]bjﬁje’ml\ =|- bjue“xl\ < sup |b| et
So if p is large, Pv < 0. O
Definition 13.2. We say that u € C?(U) is a (classical) supersolution if Pu > 0.
13.2 The weak minimum principle, extension of the weak maximum prin-
ciple, and the comparison principle

Theorem 13.3 (Weak minimum principle). Have the same hypotheses except assume that
Pu>0 and c=0. Then

min v = min u.
T U

Remark 13.2. u is a solution if and only if it is a subsolution and a super solution. So
under the same hypotheses with Pu = 0, we get

max |u| = max |ul.
T U
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Corollary 13.1 (Weak maximum principle, ¢ > 0). Suppose U is a bounded, open con-
nected subset of R and v € C2(U) N C(U). For Pu < 0.

Pu<0 = max < I%%xu+,

U

Pu>0 = min < minu",
U oUu

where

i u ifu>0 n 0 if u>0
u — u =
0 ifu<O, —u ifu <O.

Proof. Here is the max part: Let V = {z € U : u(z) > 0}, and let Qu = Pu — cu.
@ satisfies the hypotheses and has no zero order term: v < —cu < 0 in V. The weak
maximum principle for @ on V' gives maxy; u < maxgy u. Note that the maximum of u on
0V is the maximum of u on OU. So we get the claim. O

Theorem 13.4 (Comparison principle). Let U be an open, bounded, connected subset of
Re. Let P be elliptic with ¢ > 0. Suppose u,v € C2(U) N C(U) with Pu < 0 in U and
Pv>0inU. IfU <v on U, thenu <wv on U.

Proof. This is an application of the previous corollary to v — v, which is a subsolution. [

13.3 The strong maximum principle

Theorem 13.5 (Strong maximum princi]@e). Let U be an open, bounded, connected subset
of RY, and let ¢ = 0. Let u € C?(U)NC(U) be such that Pu < 0. If u has a mazimum at
o € U (u(xz) — maxgu), then u is constant on U.

Think of the picture of convex functions. The only way to have a maximum in the
interior is if the whole function is constant (the graph is a horizontal straight line).

Theorem 13.6 (Hopf’s lemma). Let U be an open, bounded, connected subset of R,
Suppose that xo € AU is such that

(i) there exists some x1 € U and ry > 0 such that By, (x1) C U and By, (z1)NOU = {zp},
(i3) u(zo) > u(z) in Bry (@),
(ii3) u(xo) > u(x) in By (z1).

o)
v

Then the normal derivative 5-|z=g, > 0.
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Remark 13.3. We should already be able to tell that %|x:wo > 0. The real content of
the theorem is the strict positivity.

In the picture of convex functions, take an interior point x1 and look at the chord
connecting x; and the boundary point.

The idea is that this chord must have positive slope, so the actual slope of the original
function at that point should be greater than the slope of the chord.

Proof. Without loss of generality, take z1 = 0. Consider v = e=rri —enlzl? o that v(x) =0
on {|z| =r1}. Then Pv > 0on B, \ B,, /; for large p (this is the same type of computation
as before). Try to compare u to w = v + u(xgp), where

Pw = Pv+ Pu(zg) = Pv > 0.

Let V = By, \ By, /2, 50 OV = 0B;, U9B,, /5. On the outer boundary 0B, w = u(zo) > u.
On the inner boundary 9B, /2, w = v + u(wg). So for small enough &, on the inner
boundary, u(xo) > u(z) + e(~v). By the comparison principle, w > u on V' = B, \ B,, /2.
Thus,

ou

Ou S ov
ov

= o

T=x0

> 0. O

T=x0
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Proof. Let V.= {x € U : u(x) < M}, where M = supgu. Then for 29 € U, if u(xg) = M,
then V' C U. Assume for contradiction that V' # @. Find a point z; closer to V than
OU and consider the biggest r; such that B, (x1) C V. Let a9 € By, (1) N 9V. Let
zy € By (x1) NOV.

We may arrange, by taking z; close enough to 0V, so that Hopf’s lemma is applicable.
This tells us that a%u\x:% # 0. But this contradicts the facr that u(z() = M implies
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14 General Boundary Value Problems for Elliptic PDEs
14.1 How do we make sense of “regular” boundary value problems for
eliiptic PDEs?
In this lecture, we will assume that P is an elliptic operator in divergence form:
Pu = —9;(a?*Ou) + ¥ dju + cu.

Let U be an open, bounded, connected subset of R with C! boundary oU. A general
boundary value problem might be of the form

Pu=20 inU
Bulay =g (on 0U)

for some operator B.
So far, we have focused on the Dirichlet boundary condition

Pu=20 inU
ulg, =g (on 9U)

By introducing an extension g of g to U, we could set, without loss of generality, g = 0.
With this reduction, the problem we have considered is

Pu=0 inU
ulg, =0 (on OU).

Our goal now is to generalize our elliptic theory to other boundary conditions. This
will force us to consider what is a “regular” boundary value problem for PDEs. In order to
solve a k-th order ODE, you need k pieces of data on the boundary. For the wave equation,
which is a second order PDE, you impose boundary values and normal derivative values.
Unlike ODEs, the wave equation, or Cauchy-Kovalevskaya, when we work with an elliptic
PDE like —Au = f, we do not prescribe the full u, %u on OU. How do we rigorously
justify this high level discussion? We will see two approaches.

14.2 Weak formulations of boundary problems

Prove a uniqueness theorem via the energy method.

Example 14.1. If P = —A and we are solving

—Au=0 inU
uloy =g (on OU)

O:/ —Auudx:/\DuFd:c.
U
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Note the parallel between this basic consideration and our weak formulation of the
Dirichlet problem: u € H! solves the Dirichlet problem

Pu=f in U
ulg, =g (on 9U)

if and only if u € H}(U) and —Awu = f in the sense of D'(U). This is equivalent to

/ a?*Oudyp + Y djup + cup da :/ fpdx Vo € HY(U).
U U

We will try to generalize this weak formulation to other boundary conditions.

Example 14.2. Consider the Neumann boundary condition

Pu=f in U
v dulg, =g (on OU)

We can rewrite this as
{Pu =f inU

a?*v0juls, =g  (on OU)

In the case of the Laplace equation, this is the same. From the point of view of differential
geometry, this is a more natural quantity to look at because vy is dh, where h is the
boundary defining form. The natural Riemannian metric in this problem is a. By an
extension procedure, we can write the problem as

{Pu:f in U

a?fvdjuls, =0  (on OU)

For simplicity, assume b = ¢ = 0. Then we have the formal computation

/fgpdx:/ —aj(aj’kaju)gpdx:/aj’kﬁjuakgpda:—/ Vjaj’kakucpdA.
U U U U~ —

This motivates the following definition:

Definition 14.1. We say that u satisfies the Neumann boundary problem if for all

p € HY(U),
/aj’k(‘?juﬁkgpdx:/ fodz.
U U

Remark 14.1. If u € C! then this formulation should be equivalent to the classical one.
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Once we formulate the problem like this, the L? theory is easy to generalize.
Theorem 14.1. Suppose OU is Ct, a = A\l in U, and a € L™ (also b,c € L*°). Then

1. For any u € R, the map u — Pu — pu associated to the Neumann boundary value
problem

Pu—pu=f in U
a?*v;0;uls, =g  (on OU)

(NPy) {

is Fredholm with index 0 from H'(U) — (HY(U))* C H-Y(U). That is, one of the
following holds:

(i) For all f € L*(U), there exists a unique u € H' which solves the Neumann
boundary problem (NP,).

(1t) There exists a solution v # 0 to (NP,) with f = 0. Furthermore, for p > 1,
alternative (1) applies.

2. If OU is C* and a,b,c € C*, then
lull ey S I Nas—rwy + lwllge -
Example 14.3. Take P = —A and solve
—Au=0
{U\aU =0.

This has a nontrivial solution v = const # 0.

This leads to solvability for f orthogonal to the kernel of the adjoint. In this case, this
is equivalent to [, fdz = 0.
For other boundary conditions, this weak formulation also makes sense.

Definition 14.2. We say that u satisfies the Robin boundary problem if for all

p e HY(U),
/aj’kﬁjuﬁkcpda:—i—/ ozugpdS:/ fodz.
U ou U

Example 14.4 (Oblique Dirichlet boundary condition). Suppose b = ¢ = 0, and consider

the problem
Pu =
opydPu=1
X70ju =0,
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where X is transversal to OU, outward. Then X = X' + X T, where X is parallel to
a’*ué;,. Normalize to make X+ = aj’kuje_;;. This tells us that

/aj’kaju8kg0+/ XTwpdA:/ fpdx.
U oU U

The second term is trickier to make sense of, since we need to make sense of the trace.
As an exercise, check that fRdfl duv dz is well defined for u,v € H/? (RI=1). This is just
barely well-defined, however, in the sense of the trace theorem needing H'/2.

14.3 The “microlocal” formulation

The reference for this section is volume 1 of Taylor’s PDE book, section 5.11. Look at the
Laplace equation —Awu = 0 in the half space ]Ri. Write z for the last variable and x for the
remaining d — 1 variables, so this is —9? — A,u = 0. Suppose we have boundary conditions
ulpy =7 and d,u|sy =7. We can view this as an evolution equation in the z variable and
take the Fourier transform in = to get

(=02 +Igfya=0
with boundary conditions u|,—o = ¢g and 9,u|,—o = h. This gives

(2,6) = as (€)el¥F + a_(g)e ¢,

However, the first term elél# is a problem because growth in Fourier space corresponds to
a lack of regularity in physical space. So in order to have boundary regularity, we want
a+(§) = 0. This means that we are only left with half of the full freedom to choose g and
h.

The claim is that the constant coefficient picture generalizes to the variable coefficient
picture. The idea is that using the technique of “freezing the coefficients,” we can formu-
late the notion of a “regular” elliptic boundary value problem, for which we have elliptic
regularity and the Fredholm property, based on the constant coefficient computation.

Here, we assume that a,b,c € C°°(U) and that oU is C*°.

Definition 14.3. For k£ > 1, define
HE12(00) = {g = vloy : v € HF(U)},

with the norm

9l gr-1/200) = Inf  lull ey
wulgy=g

Remark 14.2. If we define fractional Sobolev spaces on manifolds, this will actually be
the k — 1/2 Sobolev space on 0U.
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Now consider the boundary problem
Pu=f inU
Bulsy = g.

Here, we assume that P : C®(U) — C*°(U) and B(-)|sv : C*(U) — C*°(0U). Given
xg € OU, there exists a boundary straightening map near xg. In these variables, write

P = _63 +P1(y727D§) 0. +P0(y,Z, Dy,Dz),

B = b0, + By(y, z,0y).

Say z¢ is mapped to 0, and let P,, be the frozen constant coefficient operator
Pxo = _83 + Pl(oa 0, Dy)az + PO(Oa 0,; Dy7 D;)v
By, = 6(0,0)0, + By(0,0,0y).

Definition 14.4. A boundary value problem is a regular elliptic boundary value
problem if for all zy € AU, for all £ € R and for all ¢, there exists a unique bounded
solution to the ODE

Pmoa(za 5) =0, onﬂ(z, f) = (.

This is called the Loputinski-Shapiro condition. This is like if we pretend we take
the Fourier transform and replace d, by c{. This condition gives an ODE in z.

Theorem 14.2. For a regular elliptic boundary value problem, the map H**2(U) 3 u
(Pu, Bu) € H¥(U) x HF=(order B)=1/2(917) is Fredholm, and we have elliptic (boundary)

regularity

lull a2y S 1 lae@y + 1 Bull gi-corder 5172907y + 1l g 7y -
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15 Unique Continuation for Elliptic PDEs and Introduction
to Hyperbolic PDEs
15.1 Unique continuation for elliptic PDEs

The original plan was for this lecture to cover one final topic for elliptic PDEs: unique
continuation. Here is the main theorem.

Theorem 15.1 (Aronszajn). Let U C R? be open and connected, and consider the elliptic
partial differential operator P with

Pu = —9;(a? 0u) + ¥ 0ju + cu,

where a*bl ¢ € C®(U) with a = M\ in U. Letu € HY(U). If Pu=0in U and u =0 in
a nonempty open subset Q C U, then u =0 in U.

For holomorphic functions, the way we prove this is to say that holomorphic functions
are analytic and look at the domain of convergence of a Taylor series. The way we prove
this for solutions to elliptic PDEs is via an a priori estimate.

Lemma 15.1 (Carleman estimate). Let v € C°(RY). and suppose that Vi # 0. Then
e 0|2+t Vol 2 < Ol Poll 2.

A good reference for this is the book Carlesman Estimates by Lerner. This is related
to inverse problems and other non-well-posed problems in PDEs.

15.2 Linear hyperbolic PDEs

Instead of formally defining what a hyperbolic PDE is, which is difficult and not entirely
productive. Instead, we will give a ‘working definition” of how people think of hyperbolic
PDEs.

Definition 15.1. A hyperbolic PDE is an evolutionary PDE with two characteristics:
e “4/order of time derivatives” = “# /order of space derivatives”.

e (local) well-posedness of the initial value problem

Pyp=0
(@b, atqsa o 781:/]V71¢)|t=0 = (g()a s agN—l)v
where N is the order of the time derivatives.

This second condition is really what people think of when they talk about hyperbolic
PDEs.
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Example 15.1. The wave equation (—9? + A)¢ = 0 is hyperbolic.
Example 15.2. The equation (—; + 279;)¢ = 0 is hyperbolic.

Example 15.3 (Non-examples). The heat equation (0; — A)¢ = 0 and the Schrodinger
equation (0 — iA)¢ = 0 are dispersive but not hyperbolic.

Example 15.4. The Laplace equation (97 + A)¢ = 0 is not hyperbolic because it does
not have local well-posedness of the initial value problem.

Local well-posedness of the initial value problem is related to the energy estimate.

Example 15.5 (Linear constant coefficient system). Let

o)

and suppose we have a system of linear, constant coefficient PDEs

Bo,® = A0, 9,
where A is an n X n matrix. Without loss of generality, assume we have
P = AV0,; D,

What guarantees uniqueness of a solution to the initial value problem? That is, what
condition do we need on A to guarantee the validity of the energy estimate?

/R ) oM g,e*) o0 (7)) 900 dz = / o™ F®) gy
—1o, [ 2R Pk) .

1 (a9 209,00~ L (A1) 0,00

We get the following identity:
1 1 NG NG
30 [P s 5 [(ahff - () )e0000 ds = [ P @ds

where the second term is 0 if A7 is symmetric.
This tells us that if A7 is symmetric, then the energy estimate holds:

/<I>|2(t)d:c:/|<I>\2(O)da:+/ot/F~<I>dxdt.

This gives uniqueness
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Theorem 15.2. The linear, constant coefficient system
Hd = A0,

is hyperbolic if and only if the A are symmetric. That is the initial value problem is
well-posed in L?, meaning for every ®y € L?(R%),and F € L}((—00,00); L2), there emists
a unique ® € Cy((—00,00); L2) solving the system.

We use the notation ¢ € Cy(I; X) to mean that the function ¢ : I — X sending t — ¢(t)
is continuous, where Cy(I; X) has the norm

9llcyr,x) == Sup [o(t, )lx = 1Bl Loe(x) < oo

Example 15.6 (1st order formulation of ¢ = f). Let the d’Alembertian be O =
—0? + A. Then
Ho=f < 0p=19,0p =00~ .

We can write this system as
5 ¢ _ |10 1| ¢ |0
B I A L

If we take the Fourier transform of the matrix, we get

e o)

[+i|§| 0]
0 —ilg]]”

which is anti-Hermitian. This means that the energy estimate will hold in the diagonalized
variables

and if we diagonalize this, we get

15.3 Goals for studying hyperbolic PDEs
Here are our goals for studying hyperbolic PDEs:

1. (Local) well-posedness of the initial value problem for variable-coefficient wave equa-
tions,

P¢ = au(gu’y L) + b‘uamb + co,

where ¢ is a Lorentzian metric, a non-degenerate symmetric (d + 1) x (d + 1)
matrix with signature (—,+,+--- ,+) (meaning that the eigenvalues of g have signs
—,+,+...,+). This condition can also be stated as: for every (¢, z), there exists an
invertible matrix M such that M ~'g(¢t,z)M = diag(—1,+1,+1,...,+1).
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Example 15.7. When g = diag(—1,+1,+1,...,+1) and b=¢c¢ =0, P = [.

2. Long-time behavior of the solutions: If we look at this in general, it immediately
becomes a research topic.® Instead, we will focus on long-time behavior of solutions
to equations where P is a small variant of [.

15.4 Gronwall’s inequality

Our treatment for the well-posedness of the initial value problem for variable coefficient
wave equations will be closer to Ringstrom’s book the Cauchy Problem in General Relativity
than it will be to Evans’ book.
Our setting is
P¢ = 0,(g""0y¢) + 00,0 + co.

We want to derive energy estimates for

Pop=f in R, x R?,
(¢, 016)l1=0 = (9,h) on {t =0} x R%.
We need the following preliminary tool, which was discussed in Math 222A.
Lemma 15.2 (Gronwall’s inequality). Suppose that E(t) € C([0,T]) and r(t) € L}([0,T))
with E,r > 0 satisfy the inequality

t
E(t) < Ey+ / r(E)dt’ VO<t<T.
0

Then .
E(t) < Egexp </ r(t') dt’) Vo<t <T.
0

We give a proof that uses a bootstrap argument, i.e. continuous induction on time.
First, here is a motivating computation: Take the inequality we are given, and plug in the
answer into the right hand side. We get

t t
E(t) < Ey+ Ey / r(t') exp ( / r(t") dt") dt,
0 0

R(t")
where R is just an antiderivative of r.

= Ey+ Ey <exp (/Otr(t') dt’) — 1>

5Scattering theory is devoted to studying these problems.
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= Epexp </Otr(t') dt’> :

This tells us that the solution is what we get if we try to find a fixed point when iterating
the use of this bound.

Proof. Note that it suffices to prove the inequality

E(t) < Eo(1 + ) exp </Otr(t/) dt’)

on [0, 7] for all 6. Also note that for some Ty, this inequality holds on [0, 7p] by continuity.
Now assume that

E(t) < Eo(1 +6) exp </Otr(t’) dt’>

on [0,7T]. If we plug this bound into the iteration, we get

E(t) < Ey+ Ep(1+6) /t r(t') exp (/t r(t") dt”) dat’
0 0

= Ey + Eo(1+9) (eXp (/Ot r(t') dt’) - 1>

t
= Fo(1+9)exp </ r(t') dt’> — 6Ep .
° 7

This means that this bound we assumed holds on [0, 7" 4 €] for some e. The result now
holds by trying to do this with the supremum of all 7" such that this inequality holds on
[0,7"]. We get that this supremum must be 7. O

79



16 Regularity Estimates for Variable-Coefficient Wave Equa-
tions

16.1 Well-posedness of the initial value problem for variable-coefficient
wave equations

Today, we are interested in a concrete goal. We will be studying variable-coefficient
wave equations, PDEs of the form

P¢ = au(9“7yau¢) + 00,6 + co,

where the key assumption is that g is a symmetric matrix with signature (—,+,+...,+).
The example we should keep in mind is g = diag(—1,1,1,...,1), b =0, ¢ = 0; this makes
P =[1. We are solving the initial value problem

Po=f in (0,00); x RY
(¢,0¢0)|t=0 = (9,h) on {t =0} x R%

We further assume that gV, b*, ¢ are bounded with bounded derivatives of all orders. We
also assume a restricted form of g (which we will later show is not much of a restriction):
g = —1 and ¢* = 0. This means that if we write g as a matrix,

g= |: -1 01><d:|
0d><1 g,
where 7 is uniformly elliptic (g = A\I).

Our concrete goal is to prove the following theorem:

Theorem 16.1. The initial value problem is well-posed in H* x H*=1 for all k € Z. That
18,

(i) (Ezistence) Given (g,h) € H* x H*1 and f € L} (H*Y), there exists a solution ¢
to the initial value problem in the class Ci(HF).

(i4) (Uniqueness) The solution ¢ in Cy(H¥) to the initial value problem with (f,g,h) as
in (i) is unique.

(iii) (Continuous dependence)

sup (6, 846) | < (9. ) e + 1Lz

Here, HF = H* x H*=', and by ¢ € Cy(I;H*), we mean that ¢ € Cy(I; H*) and 0;¢ €
Cy(I; HF1).
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We will use the convention that R!*¢ = {(¢ = 2% 2',... 2%)}. The Greek indices yu,v
will range from 0,1,...,d, while the indices j, k,¢ will range from 1,...,d. We will also

t,x?

denote gbt = g0, gh?’ = g0
Remark 16.1. The problem is time reversible. If we send ¢t +— —t, the equation is

essentially unchanged.

The reference for this topic is chapters 6-7 of Ringstrom’s book.

16.2 Energy inequality for P

The basic ingredient in this proof is an energy inequality for P. Suppose P¢p = f. The
idea is to multiply the equation by d.¢ and “integrate by parts.” Why should we multiply
by 0:¢ instead of ¢? This is a generalization of what we do in the classical wave equation,
and we will be able to give a more insightful answer to this once we discuss calculus of
variations for problems of this type. The key observation is this integration by parts idea,
but in divergence form:

0u(g"" 0,0) 0 = —0} p0u0 + 0;(77" O ) st
=01 (~5(09) + 035 01000) - 000,000

Since g is symmetric, this last term can be written as —§j’k8t(6k¢0j¢) by symmetrizing.
Moving the J; to the outside, we get

= <—;(at¢)2> - ,gj k0,00, + 0;(F"" 0, p0,0) + atgf *0,00,0.

This form is nice because the terms that have the maximum number of derivatives are all
in divergence form, while the terms that don’t have the maximum number of derivatives
are not in divergence form.

Integrate this on (tg,t;) x R% = Rt1 (assuming the boundary term vanishes):

// Ou(g"" ove) 8@—/ 8tg]’ 0;pOkd

- - /Z (Do) 030008+ [ 5007 +7*0,00.0

tq to

t1 )
+ lim / Vi (F0,00,6) dA dt,
OBRr

R—o t

=0

where ¥; = {t} x R<,
Denote ¢ = (¢, 8;d), so (¢, d,¢) € H* if and only if ¢ € Cy(H).
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Lemma 16.1. For ¢ € Cy(H1),

. T
s [l < Cr (\|¢<0>HH1+ | ipols dt).

te[0,T
Proof. We may assume without loss of generality that ¢ € COO(R ) and ¢(t, -) has compact
support for each ¢t € [0,7]. By the computation above, if

1

2/ (0:8)* + 70,0 ¢ da,
3t

El¢](t) = / / 09" 0y8) + // 0,5 0,0,

(Note that limp_ |, OBp = 0 thanks to the support assumption. Now

E[gl(t) =

then

0u(g"" 0y ¢) = Pp — b0, — c9,
which tells us that

Blel(t) = Blel0) + [ Povodzat+ [[ 19,000+ oo+ 03*0,00,0) daar

Call the error
= / |048,,00:6 + cpdyd + g 0Oy ¢| dx dt.
R

We get an inequality:

sup Eld)(t) < E[8)(0) + sup / Pod da di| + €7
t1€[0,T telo,T R{
Note that E[¢] > 1 [(8,0)%(t) da > 2 5 [ |Dg[?(t) dz. Using the fundamental theorem of

calculus,

/yqs\?(t) dx:/ot/ﬁqﬁqﬁda:dt’—l—/|¢|2(O)d:c

Using Cauchy-Schwarz,
1/2
<2 [0y ([1operac)  ar+ [1op0)a

Skipping a few steps, we get

sup /\¢|2(t) dtg/y¢|2(0) dx + CT sup E(t).

te[0,T] t€[0,7]
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The point here is that

sup [|dlla < Cr (|5(0)H§¢1 + sup
te[0,T] t€[0,T]

//RT P, ¢ da dt

+50T>.

If we use Cauchy-Schwarz, we get

//R Pédy¢ dx dt

T
< / | P&(E)]] 1211066 12 dt
0

sup
t€[0,T

T
<c /0 |P(t) | 2 El¢]/2 dt

T
< [ 1ot sup Bl
0 0,7]

We can use Cauchy-Schwarz to absorb the energy term to the left hand side, since E[¢] <
C [(9h)* + (Dz¢)*. We get

5 o T t1
sup ||¢||ilscT<|r¢<o>r\%u+ | ipolszar+ | |¢<t>||%,pdt>.
0 0

te[0,t1]

This means that if we let D(¢1) be the left hand side and Dy be the first two terms on the

right hand side, we get .
1

D(t1) < Do+ [ D(t)dt.
0

Using Gronwall’s inequality, we get

t
D(t) < Dyexp (/ dt’) < Dyel.
0
This finishes the proof. O

16.3 Further regularity estimates for existence and uniqueness

We want to study something like P : Cy(H*) — L}(H*~1). This means that we should
look at the adjoint P* : Cy(H~*~Y) — L}(H*). The dual problem here includes negative
Sobolev spaces.

Lemma 16.2. For any k € Z and ¢ € C,(H'TF) N C2

t,x

T
sup 16(0)leise < Cr (||¢<o>||w+k+ | 1ol dt>.

t€[0,T]
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The positive regularities will give us uniqueness for the initial value problem. The
negative regularities will give us existence.

Proof. For k > 0, we commute the equation with D® for |a| < k. Then apply the previous
lemma and Gronwall’s inequality. (This technique is very similar to our previous proof of
higher elliptic regularity bounds. However, we don’t need to use a difference quotient.)

For k < 0, we work with ® = (1 — A)~*l¢. (This means that we want to look at
the solution to the elliptic problem (1 — A)*l® = ¢ in RY. Another way to write this
is ® = (1— \§|2)*|k|$.) We do this so that we don’t have to deal with negative Sobolev
spaces; we can study an operator that commutes well with P and use positive Sobolev
spaces, instead. The key thing to notice is that (1 — A)_f . H® — H*2. We also use the
following:

Lemma 16.3. For any s € R, the H® norm has the Fourier characterization
[ollzs = II(1 + |£|2)8/2@||%g
= [|(1 = A)*/?0] 7.

When s € 2Z, this agrees with our sense of derivatives.
We want to compute

1P| = [I(1 + [|2i*) ¥/ 2P||3,
L+ [g)M2Pe, (14 |¢2)*/2Pa)
1+ [¢*)*/2Po, PY)

— AFpo, po).

(

((
((
=((1
Now observe that

(1—A)FPe = P((1 - A)H®) +[(1 - A Plo
=Po+[(1-A)F P&
N e’

order 2|k| +2—1

This tells us that

1B (t) [yt = |B(E)[lpg14101-218
= [lp(t) |1+

for k < 0. O
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17 Local Well-Posedness of the Initial Value Problem for
Variable-Coefficient Wave Equations

17.1 Recap: setting and statement of the estimate
We have been looking at linear hyperbolic PDEs P¢ = f, where
P¢ = 0,(g""0y¢) + 00,0 + co.

We want to solve the initial value problem

Po=f
{(¢a %P)le=0 = (9, h).
To discuss existence and uniqueness, we made further assumptions on the coefficients:
e ¢g"" is a symmetric (1 4 d) x (1 + d) matrix with signature (—, +,+,...,+).
o ¢%(t,z) =0 and ¢*O(t,2) = —1.
e For £ € RY, ghk¢;6 > M|€]? (bottom right d x d minor is positive definite).
e ¢g""Y b, c are uniformly bounded, with uniformly bounded derivatives.
Example 17.1. Set b = ¢ =0, and let g = diag(—1,1,1,...,1). Then P = .

We take the convention that % = t. We also use Greek indices u,v € {0,1,...,d} and
indices j,k € {1,...,d}. Last time, we were proving the following theorem.

Theorem 17.1 (Local well-posedness of the initial value problem). Let s € Z;. Given
(g,h) € HT! x H3(RY) and f € L}([0,t]; H*(R?)), there exists a unique solution ¢ to the
initial value problem with ¢ € Cy([0,T], H™Y) and 0¢ € Cy((0,T); H®). Moreover, the
unique solution ¢ satisfies the estimate

||¢||Ct([O,T];HS+1) + ”at¢HCt([O,T];H$) gg“v”,b”,c,T,s H(97 h)HHerles + ||f||Lg([0,T};Hs)'

Remark 17.1. Local well-posedness entails continuous dependence of ¢ on (f, g, h). Be-
cause of linearity, this a priori estimate implies continuous dependence (and in fact Lipschitz
dependence).

17.2 Proof of the a priori estimate

Let’s finish the proof. Recall that the idea of the proof is to use the a priori estimate, along
with a functional analytic lemma.
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Proposition 17.1. Let s € Z. Let ¢ € Cy([0,T); H**) and 0y¢ € Cy([0,T); H®). Then

&l oo myms+ry + 0Bl 0.0y 5) S (D, 06 le=oll rs+15cmrs + 1P| L3 0, 77;05)-

Proof. (s > 0): We want to use the energy method. The natural strategy would be to
commute P¢ with D* for || < s and apply the energy estimate (multiply by 9,¢ and
integrate by parts). Instead, we vary the multiplier:

(Po, (1 — AP 0,6) = / Po(1 - AV 8,6 da

e On one hand, we know by duality that

T
/O (P, (1= A)°0d) dt S || POl L1 (0,171 19 @l e, (0,775 -

This is basically integrating by parts s times and using Cauchy-Schwarz. We can also
think of this as the general bound

(S S W s Nl gl =

In general, if @ is an order r differential operator with that have uniformly bounded
derivatives to all order, then (with some Fourier analysis), we can say that

1Qgllzs S llgllgr+s (s €R).

For negative s, we get the inequality by duality:
1Qfllgs = sup [(QFf,9)]

gllgs=1

= sup ||(f,Q"g)

llgll s =1
S s+ 1Q7 gl s

We also have the fact that

(1 = A%)gllz2 = llgllszs, (1= A)*g,9) =~ |lgllF,

which we get by using the Fourier transform:
(1=A)°g,9) = (1 + €)%, 3:9) = 11+ €*)*/%5][7
e On the other hand, we have

Po= 0u(9""0y9) +V'0ud + co.
—_——

—02¢+0;(g7 %0 ¢)
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Now we can observe that
(=070, (1 = A)8i¢) = —01(De9, (1 = A)°0) + (D, (1 — A)° 07 )
Since (0;¢, (1 — A)*02¢) = (1 — A)*0y9,07¢), we get
= 5006, (1~ A du9)

For the other term, we have

(05(9"*00), (1 — A)*0pg) = —(g"* 0o, (1 — A)*,9;9)
=~ (¢ e, (1 = 8)°9;, )
+ (09" O, (1 — A)°0;, ¢)
+ (g7 i, (1 — A)°0;9).

Write the last term as

~(e6, 0" (1-2)°0;0)) = —(0:00k (19", (1-1)°10;9)) —(0e0, (1 — A)*(g”*0;9)) .

=—((1-A)0¢,0k (g7%0;$)

Overall, this equals
1 . 1 . 1 .
— OG0k, (1= D) 010+ (g™ 046, (1-A)°0;0)— 3 (016, Ou([9™, (1-A)°10;0)).

The point is of this messy calculation is as follows: for the terms with the highest
number of derivatives, we want to put things in to this total derivative form. The
other terms will have at least 1 derivative that is not falling on ¢. This is the purpose
of using the commutator. What we get is that

(P, (1 — A)*0y0)
- _%&t(@t@ (1= A)*0,9) + (g7F Ok, (1 — A)*0;9))

Es[o](t)
+O0((0106,0%0¢)) + O((420¢,0°°710¢)) + - - + O({g2s+10¢, 09)),
R

where ¢1 = 9g, b, g2 = 9?gdbc, etc.

So our energy argument says

t t
/0 (P, (1— AP a,8) dt’ > EuJ6](0) — Bold](t) — C /0 16120n + 1916 dt”

87



where we are just using the estimate for the remainder:

1Rs(t') S (9]l o1 + 106 1<)

Now we have

t
E[9](t) < Es[o](0) + 1Pl Ly (jo,ry;m |10:ll oy 0,194 +/0 1611271 + 10e|IZ "

Note that Eg[¢](t) ~ [|@]|3;c61 + |0:d]|%s, so our proprties of H® and the elliptic estimate
for 9;¢7%0) gives:

t
Es[¢(t) < Es[¢](0) + 1Pl L1 jo,77; 1) 196l i ((0.7): 14 +/0 Es[p(t") at’
So Gronwall’s inequality tells us that

E[®](t) S Es[01(0) + 1Pl Ly o/ry,mr) S[HPT]E s[21(2).

Now we can take the sup over ¢ € [0, 7] on the left hand side and use the AM-GM inequality
with an epsilon to absorb the sup,c(o 77 Es[¢](t) on the right into the left hand side.

(s < 0): Let ® = (1 — A)~lsl¢. We have the equivalence
1@l prister = ([ @l gr-tot o1 = [| @l rss1-

Similarly,
10:®| 151 == [0 | =

Now, we do the same argument with s replaced by |s| and ¢ replaced by ®. The only thing
that is different is part 1 above. So we need to estimate

(PO, (1 - A)Flg@)| = (1 - A)FP, 5,9)]
= [(P(1—2)"®,0,:®)| + [([(1 - A)¥, P@,5,)]
¢

The right term has order 2|s| + 2 — 1. Using duality,
S 1P as 10:@ | g1t | ] 1514106 151

This completes the proof. ]
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17.3 Proof of well-posedness from the a priori estimate

Now we can quickly conclude the proof existence and uniqueness theorem.

Proof. Note that uniqueness and the a priori estimate follow from the proposition. It
remains to prove existence.

Step 1: First, view this as trying to find the inverse of the operator P : L°([0, T, H*T!) —
Li([0,T); H*). We want to reduce to the case when the initial data g, h = 0; we may
achieve this using extension and modifying f.

Step 2: By duality, ¢ € L([0, T); H5T1) = (LE([0,T]); H—*71))*. We want

/OT<f,w> it = /OT<P¢, o) dt

T
/0 (¢, P*) dt.

Define ¢ : P*(L}([0,T]; H=*)) — R by £(P*y) = f0T<f,1/1> dt. This is well-defined by

our a-priori estimate:

el < N[ f e syl oo (r—sy < W Lo sy 1P* | L r—s-1y.-

By Hahn-Banach, there exists an extension ¢* € (L} (H~*71))* which is an extension
with the bound [|€*[| < || f |z sy Here, ¢ = £ € L& (HSTY).

Step 3: Upgrade ¢ € L¥°(H*) to ¢ € Ci(H**1) with 0 € Ci(H®). The way to
do this is to approximate by smooth objects and try to take the limit. The a priori
estimate will stay intact through the limit. O
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18 Definition of Hyperbolicity

18.1 Working definition of hyperbolicity
Let’s return to our general discussion of hyperbolicity. We initially gave a working definition

of hyperbolicity:

e Order of t derivatives = order of z-derivatives

e (Local) well-posedness of the initial value problem.

The purpose of the first condition is to ensure that we have a finite speed of prop-
agation. This is as opposed to some other equations, where you may have compactly
supported initial data, but immediately after ¢t = 0, the solution is no longer compactly
supported. The finite speed of propagation is very related to Lorentzian geometry.

We would also like to have an algebraic definition of hyperbolicity. Here, we will give the
standard definition you may see in a paper or textbook. We gave the working definition
first because there are some hyperbolic PDEs which are badly behaved (e.g. you can’t
prove local well-posedness of the initial value problem without extra assumptions). In
what follows, compare with the PDE P¢ = f, where

P = —02¢ + 9;(a™ 0p) + ¥ 9;¢ + co.

This is a special case of hyperbolicity for second order linear PDEs.

18.2 Hyperbolicity for first-order systems

The solution we want will take the form of ® : R, x R — R”, with the equation
0@ + (BY)}.0;0K.

We can express this in matrix notation as
0@ + B'0;® =F.

Here, B7 = (Bj){( is an n x n matrix valued function on R; x R%, and F : R; x R¢ — R™.
The initial condition is ®|;—o = Dp.

Definition 18.1. Let the symbol of B9, be o(t,x;&) = &;BI(t,x), where £ € RY. We
say that a first-order equation is hyperbolic if o(t, ;&) has n real eigenvalues for each
t? x’ 5.

Theorem 18.1 (Constant coefficient case). Assume B’ is independent of (t,z). Then
hyperbolicity implies local well-posedness of the initial value problem.
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Proof. The proof involves Fourier analysis, and you can find it in section 7.3 of Evans’
textbook. 0

If B/ is constant and ¢ has a non-real eigenvalue, then there exists a plane wave

solution
d = Aei(z-@rtw),

where Imw # 0. If Imw < 0, this solution experiences exponential growth in time. This
can be formalized into an ill-posedness statement. This should motivate our definition of
hyperbolicity.

However, in the variable coefficient case, we need stronger conditions to ensure local
well-posedness.

Definition 18.2. A first-order equation is symmetric hyperbolic if each B’ (t,x) is
symmetric for all ¢, z. If there exists a similarity transformation P(t,z) sending ® — & =
P® such that the transformed equation is symmetric hyperbolic, then the equation is called

symmetrizable hyperbolic.

Theorem 18.2. A symmetric hyperbolic first-order equation (with regularity assumptions
on B) has local well-posedness of the initial value problem.

Proof. This proof is by the energy method. You can find a proof in 7.3 in Evans’ textbook,
but the method we have presented in class is closer to the presentation in Chapter 7 of
Ringstréom’s book. O

Definition 18.3. A hyperbolic first-order system is said to be strictly hyperbolic if all
n real eigenvalues are distinct (for all ¢, z, §)

A1(t7$7€) <--- < )\n(tvxaaé.)

This is a useful definition when the spatial dimension is d = 1. In this case, these
eigenvalue separation conditions help us use the method of characteristics to solve this
system (normally you can only solve scalar equations in this way). This is not discussed
in Evans’ book, but it is discussed in Hyperbolic Conservation Laws by Dafemos.

18.3 Hyperbolicity for second-order, linear, scalar PDEs

Here, we give a notion of hyperbolicity that generalizes our wave equation ¢ = 0. We
have

Po=0,(9""0,¢) + 10,0 + co.

Let’s focus on ¢g"”, the important part. This brings us to the idea of Lorentzian (inverse)
metrics.

Let (g~ 1)*¥(t, z) be a symmetric (1+d) x (1+d) matrix with signature (—, +, +, ..., +).
(Compare this to if the case where M = diag(—1,1,1,...,1), so the wave equation can be
written as 0,(m*"0,¢) =0.) Let g = gy
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Definition 18.4. A Lorentzian manifold is a pair (M,g), where M is a (1 + d)-
dimensional smooth manifold, and ¢ is a symmetric, covariant 2-tensor with signature
(= 4+, 4+, +).

The key difference from Riemannian geometry is due to the following.

Lemma 18.1. Let Q(&) be a quadratic form qa’ﬂfafg. If ¢ has no zero eigenvalue and
has at least one negative and positive eigenvalues, then {£ : Q(§) = 0} determines q up to
multiplication by a constant.

The condition g0‘75§a§5 = 0 determines ¢g®® (up to a constant). This explains why
Lorentzian geometry is a natural setting for Einstein’s equations. If we have ga,gvo‘vﬁ =0,
the the zero set of P looks like a cone. This lemma tells you that these distinguished
directions determine the behavior. In relativity, there are distinguished speeds, such as the
speed of light. The tangent space at each point is made of velocity vectors. One way to
think of this is that at each point, you get a cone, but you need some way to stitch these
together; the Lorentzian metric is a natural way to do this.

Here is an algebraic lemma which connects the restricted class of PDEs that we have
considered to this Lorentzian setting.

Lemma 18.2. Let g be a Lorentzian metric, and let p € M. There exists a neighborhood
U > p and local coordinates (z°,...,2%) in U such that (g7)% =0 for all j = 1,...,d
and (g7 )% < —c for some ¢ > 0. We may also ensure that (g~ )K€, > col€|? for some
co > 0.

Corollary 18.1. Locally,
P¢ = 8u(gu’y L) + b“@ud) +co

can be put in the restricted form discussed earlier (g°7 = 0, ¢"° = —1, and gj’k§j§k >
MNE?). The condition g°9 = —1 can be ensured by normalization at the level of the PDE.

Proof. Take z° such that (g~1)**(dz?),(dz?), < 0; we say that such a dz° is time-like.
We are looking for hypersurfaces that are transversal to the zero cones at each point. Take
any local coordinates x7 near p in {#° = 0}. We want to transport 27 to other level surfaces
of 29 so that (¢g71)% = 0. Here is the procedure. Take a 1-form (dz"), and form a vector
field (g~ 1)*¥ (dz), = Va. If we write this in coordinates, this vector field is (g~1)*v.
We want to make sure that (g71)%#d,27 = 0. So we construct this vector field Va®
and then flow along the vector field. O

18.4 Geometric formulation of local well-posedness of the initial value
problem

Here is the geometric idea concerning the initial time we start our initial conditions at.
Just as in Riemannian geometry, we can create a Levi-Civita connection, which leads to
parallel transport.
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Definition 18.5. A C! curve v is a geodesic if Vi = 0.
For a geodesic 7, % 9(%,%) = 0. The curve = is called
timelike if g(%,7) <0

null if g(4,%) <0
spacelike if g(¥,%) > 0.

Corollary 18.2. If v is a geodesic, there is a well-defined causal (i.e. timelike or null)
character.

Definition 18.6. A Lorentzian manifold (M, g) is time-orientable if there exists a non-
vanishing vector field that is timelike everywhere.

Definition 18.7. Let M be a Lorentzian manifold, and let V' C M. The causal future
= {all ¢ € M with a future causal curve from p € V to ¢}. We also let
(q) : all causal past-pointing curves from ¢ meet V'}.

of Vis JT(V)
DT(V)={q:J"

Here, future means the top half of the cone.

Definition 18.8. A Cauchy hypersurface is a spacelike hypersurface; i.e. a hyper surface
with all tangent vectors spacelike

In this picture,
M=DH(Z)usUuD (D).

Definition 18.9. Global hyperbolicity is when (M,g) is time orientable and there
exists a Cauchy hypersurface.

Theorem 18.3. Let (M, g) be globally hyperbolic with a Cauchy hypersurface ¥.. Then

Og¢+ Bo+cp=f
(¢, nxo)ls = (9, h)
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is well-posed (existence and uniqueness). here. B is a vector field, c is a function, ny is
the unit normal to X, and

1

Hg¢ = divy(de) = \/ﬁau((g_l)“’yv |d + 9|0, 9).
The converse is also true.

What is interesting is there is a purely geometric formulation of this. A good reference
for this story is Chapters 10 to 12 of Ringstrém’s book.
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19 Decay by Dispersion for the Wave Equation

19.1 Motivation: the picture of decay by dispersion for the wave equa-
tion

Consider the wave equation in R,
O¢ = 0, O=-0?+A.

We know the conservation of energy:

t/«&¢f+wD¢Pnhhdx:1/«@¢f+wD¢Pﬂho¢n Vi € R.

In some sense, the size of ¢ stays constant. Since we are in an infinite dimensional space
of functions, we may have a notion of size where the function stays the same in time and
another notion of size where the function goes to 0 in time.

Dispersion is a decay mechanism for (¢ = 0 in R'*?, where the amplitude “|¢|(t) — 0
as t — Foo. 7 This pointwise estimate will not always hold, but this is the idea. Assume
that the initial data is well-localized (compactly supported or at least has strong decay).
The solution should try to propagate in every direction (forming a cone in R*9). At time
t, most of the solution should have spread away around O(R).

The quantity [ |9¢|? dz is conserved. We normalize this so that [ |0¢|?|;—o dz = 1 and
R=1. At time T, [ |0¢||1=7 dz = 1, and ¢ is supported (evenly) in {z : t < |z| <t +1}.
This means that

1aﬂwmﬂm%f%%

where a is the amplitude of ¢ at time ¢. This means that

N 1
a~ Han/2
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This is also the decay rate for ||0¢|| e (¢) and also for ||@|| L~ (t). The intuition for the latter
statement is that if we know that ¢ is small near 0 at time ¢, then we can just integrate
radially in constant time; this does not give so much up because R = 1.

Our goal is to make this decay precise. We will aim to give two proofs of this fact:

1. Using oscillatory integrals: This generalizes to constant foefficient dispersive PDEs
such as (O —m?2)¢ = f or (0; + A)p = f.

2. Vector field method: This generalizes better to variable coefficent PDEs and nonlinear
PDEs.
19.2 Oscillatory integrals in the solution to the wave equation

The starting point is the solution formula for ¢ = f using the Fourier transform. Take
the spatial Fourier transform of the equation, (—0? + A)¢ = f, which means ¢(t,£) =
Fr[é(t,-)]. This gives R R

—07(t,€) — €, €) = f.

In view of Duhamel’s formula, it suffices to consider f = 0. So we now have 8?(5 =—|¢ ]2;;5\
This has the solution Xl go

O(t,€) = ay ()™l + a_(g)e ¢!,

where a,a_ are determined from the initial conditions at ¢t = 0. We can then write

/ o (€)e~itllgir€ ge.

o0:0) = g [ as(@ele e +

1
(2m)d (2m)¢
These integrals are essentially the same, so we will concentrate on the + case. Our goal is
to analyze the asymptotics of this integral in (¢, x).
19.3 General theory for oscillatory integrals
19.3.1 Principle of nonstationary phase
We now take an intermission to study some model oscillatory integrals.

Definition 19.1. An oscillatory integral is an integral of the form
0= [ a9, cer

Here a : R — C is a the amplitude function, and ® : R — R is called the phase
function. We assume a and & to be small, i.e. | D%, |D*®| <, 1. We also assume that
supp a is compact.
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Proposition 19.1 (Principle of nonstationary phase). If [0¢®| > n on suppa, then

1
0] Sk 55

The idea is that the oscillations will make a lot of cancelation, so the size of the integral
will be much smaller than if we just integrated a.

Proof. Use integration by parts; the key identity that drives this is d¢ (e ®(€)) = iXG®(€)e™®,
which gives ¢® = ; /\81@85(61"\‘1)). This gives the identity

1 i
1) = [ 0(6) gy ke

-~ [0 (1507 )

029
This is good, as long as [0:®| > ng. The derivative part is aga@ — a@aﬁ'
<1
~A
Integrating by parts k times gives [I(A)| < -+ < /\ik O

19.3.2 Principle of stationary phase

In the presence of a critical point & of ® (i.e. J¢®(&o) = 0), we have the principle of
stationary phase Consider

() = / a(€)eN dg

with 0:®(0) = 0 and no other zeros in the support of a. (The general case can be reduced
to this by a smooth partition of unity.) In view of Taylor expansion, we would expect that

&) =D+ "+, where n > 2.

We can absorb %0 into a, so we may assume that &, = 0. So our model case is when
D(&) = ¢ ™. Here,

I(\) = / a(€)etn " de.

The principle is that the stationary phase region {{ € R" : |\{"| < 1} gives you the
main contribution:

1
) ~ / d ~ a(0)C——,
{en|<1) At/n

where /\11/” is the volume of the region {|¢] < 1/A1/"}.

How do we make this precise? Here are two approaches:
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1. Precise algebraic manipulation.

(a) Change of variables

(b) Use the Fourier transform of the Gaussian (n = 2).
2. (Less precise but more robust) Dyadic decomposition.
We will present the latter approach. In the two regions with |[£| > 1, we can use the

principle of non-stationary phase. On the other hand, we have stationary phase in the
region very close to 0, where [£] < 1/A1/7.

131% ¢ AS{ES)
Dé ~ i

l\'\_‘ +e middle
|\(\To ’rr \'cog;f
S

5‘[’(«'1’\040&/ PR
P\ [ ey Bo
(<>l€|-/\—'_k)

The idea is that in the middle, we can decompose into regions of the form Aj{2j_1 <
A" < 27} for j > 1. In each of these regions A¢™ is roughly constant. In particular, we
introduce a smooth partition of unity {¢;}; subordinate to {A;};, and use two estimates
for the integral

I / G (E)a(€)e™® d,

Here, we can use the estimate of stationary phase (ignore e*) and the estimate of nonsta-
tionary phase.
Here are the details. Let {y be adapted to {|\¢"| < 1. We have

uwz/@%WWu@.
—
Then 1
ol < i
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For I;, if we do not integrate by parts, we get
1] S 145 S @Yy A,

where we have used A; C {|¢| < 2//"/AY/™}. This is nice when j is small but bad when j
is big. If we use integration by parts, we get

= [ |oe (G065 )

Note that [AJ¢®| ~ ejﬁ ~ 2(1=1/n)i\1/n We also have |a| + |Oea| < 1,

de.

Zfi S RTINS g s 2
So
Cj(&)a(ﬁ)i/\agl(p(f) ~ (- 1H1/m)j\~1/n.
06| £ |€1’2<—1+1/n>j U
< 9—i/n)\1/ng(=1+1/n)j \~1/n
=927,
So

/ | de| < 27720/m\1/n = 9= (1=1/m)j \=1/n
Putting the these bounds for each |I;| together, we get
S| g S 20y < i,
921 j>1

Remark 19.1. We did not use both our bounds at the end. This is because we picked our
dyadic decomposition in a smart way. If we had picked A; = {|¢| ~ 27}, then we would
still be able to proceed with the proof, but we would need both the integration by parts
and non-IBP bound.
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20 Proof of Decay by Dispersion for the Wave Equation

20.1 Oscillatory integrals and the dispersive inequality for the wave
equation

Last time, we were studying decay by dispersion for the wave equation, L¢ = 0. We saw
that, using the Fourier transform, we could write the solution to the equation as

o(t,x) = /a+(§)ei(t5|+w'§) d§+/a(§)ei(_t5|+$'§) de.

The hope is that studying these integrals will allow us to prove our heuristically derived
rate of dispersion for ¢:

1
S
‘(b(t: LIZ)| ~ t(d_l)/Q .
We studied the model oscillatory integral

() = / a(€)eNE dg

and proved two general principles:

Theorem 20.1 (Principle of non-stationary phase). If suppa C {|0:®| > n}, then

i 1
/ae AP df‘ Sk 3

for all k > 0.

Theorem 20.2 (Principle of stationary phase). Suppose there exists one critical point of
O (i.e. one zero of 0¢®) in suppa. Then

‘/aem dg’ Sy vol({|A@] < 7'}).
In particular, if ® = &" for n > 2, then
[TO)] S vol({A¢]"] < 13) = AY™.

Our justification for the principle of stationary phase was to use the dyadic decompo-
sition. We chose this method because it is robust.
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Now, let us return to the wave equation. Let’s study

It2) = [ asl@)e 9 dg,

where a, is the amplitude and ¢|£| + x - £ is the phase.

Definition 20.1. Let the Besov norm be defined as

1/r
1fllpzr = <Z(28kHPkf||LP)T> 7

k

where Py is the Littlewood-Paley projection
Pef = x0(€/2"f(9)

with supp xo(-/2") C {[€] ~2*} and 3207 x0(&/2%) =1 for £ # 0.

Theorem 20.3 (Dispersive inequality for the wave equation). Consider a solution ¢ to
the wave equation

{D¢:0
(¢, O 9li=0(g, h).
Then
lo(t, 2)l| e < 25_(‘l_1)/2(\ILGHB%,1 + IIhIIBId%l,l)-

The %, % can be determined by dimensional analysis.

20.2 Reduction to an oscillatory integral with projected amplitude

In general, if we want L' — L*®-type bounds, it usually suffices to just consider funda-
mental solutions; the idea is that any L' data can be split into delta distributions by
convolution. A fundamental solution E to the wave equation (with initial data g = 0 and
¢ =FE;xh)is

OE, =0 t>0
(Et, 0 E)|i=0 = (0, do).

In Fourier space, the initial data looks like
(Ey, E{)|1=0 = (0,1).

the constant 1 function has non-compact support, so we want to use a cutoff.
Instead, think of Py F ., which is the solution to the equation with initial data

(PoEy, 0:PrEy)|imo = (0, x0(£/2%)),
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which will give us a nicer oscillatory integral. This will be enough because we can decom-
pose

o=FE;xh
= _((PcEy) * hiy—o)

k

= Z(ﬁkPkE—i-) * h5t:0,
k

where ]Sk has the same properties as P, but with ]BkPk = 1. (We saw this in our study of
Schauder theory.)

= (PoE4 * Pihd—o).
k

We claim that it suffices to prove that
-1

_d=1 VvV d—1
1PBs e S 772 [IXo(/28) 1112577

Proof. If this bound holds, then

lo(t, 2)|| Lo =

> [ BBt - )Py dy
k

Loo
S [IPE- . = i~ Py dy
k
ST St VI 0
k
We now claim that it suffices to take &k = 0. This is because out bound is invariant
under the scaling (¢, x) — (At, Ax). This means that we only need to prove
_d-1
[PoEs|pe St 2.

PyE is an oscillatory integral of the form

o= / a. (€)' dz / a_(g)e! ),

where ax have support in {|¢| ~ 1} and obey |D%ay| <o 1.
Hence, it suffices to consider

It x) = / 0 () =) ag < =%
—_——

want

with suppas C {|¢{| ~ 1} and |D%ay| <, 1.
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20.3 Estimating the size of the oscillatory integrals

To estimate the size of this oscillatory integral, we look at the critical points of the phase
O =tlg| +x-&.
When is V& = 07 Observe that we have the identity O, eiq)iagj@ei‘b, SO

. 1 .
62<I> _ ez<l>
10, P

We may assume, by rotation in z-space that x is parallel to the vector e;. Then

tgl 1 gj
O & =t22.
T S5 e

for j # 1. Then &; = 0 for j # 1 occurs when % = —’”t—l. But & = 0 for j # 1 implies that
[§1] = [¢], so

® = t|¢] + 2y, O¢, =

%) if |5 |7§1
1

{s(=%,0,...,0): s >0} if |5 |—1

{vq>=0}={

If | % | > cor |5 | < 1, then we the principle of non-stationary phase should apply, and
we should be able to get m The fundamental solution is a cone, and we smoothed
it out with the projection. This says that ifwe look at a cone inside or outside this original
cone, we get fast decay in ¢ and |z|.

Assume that |”“"Tl| =~ 1. We need to look at the domain of ® near the critical points

0p® = t— o1, k,
[3

€g£k ik Ojk t|€|25',k_€jfk'

O¢.0¢, P
%%k “er T |z[3

103



1

At a critical point, { = (—s%,0,...,0),

0 O
2 —
vo-l) 0]

And remember that on the support of a, |{| ~ 1. Here is the picture:

So the region of stationary phase is {[t(¢&5 + ---&%)| < 1}, and

—1

vole, _e,({[t(E3 +--- ) S 1) St 7.

-1

By the principle of stationary phase, =% dictates the size of I (t,z).
The actual result can be proven via dyadic decomposition into regions of the form

{t|£,|2 = a}a=20,21,...5 where 6/ = (62’ s 7€d)'
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21 The Vector Field Method for Dispersive Decay for the
Wave Equation

21.1 Motivation for the vector field method

Today, we will continue discussing dispersive decay for the wave equation
O¢ =0 in R+¢
(¢, 8td))|t=0 = (g> h)

Last time, we applied oscillatory integral techniques to the Fourier-analytic representation
of the (frequency localized) fundamental solution. This led to the following dispersive
inequality.

Theorem 21.1 (Dispersive inequality). For a solution ¢ to the wave equation,
_d—1
o)L St 2 (HgllBlﬁg,l + HM!@L;,J-

This is the starting point for many estimates that are useful for semilinear wave
equations, equations of the form ¢ = N(¢,V¢) with principal term = O¢. But
many equations of interest may have quasilinear nonlinearity (9" (¢, V$)0,0,¢) or just
g? (t, ) # mHY, for which the previous approach is harder to generalize.

Today, we will cover the vector field method, introduced by Klaineman in the 80s. This
is a purely physical space method (as opposed to the Fourier analytic method above).7
The motivating question is: How do we derive pointwise bounds for V; ;¢ from the energy
method?

Step 1: The energy estimate tells us that
Bl) = [ 50107 + 5D s
is conserved. We can express this as a bound
IViad(@)ll2 S IViadli=oll2-
Step 2: Notice that if L¢ = 0, then any derivative satisfies
O0u¢) = 0,00 = 0.
The energy estimate for the derivative then tells us that

VD) 12 Sa [ViaD"li=oll2-

"In general, Fourier analytic methods work best for constant coefficient, linear equations because when
multiplication is involved, it becomes convolution, which can get messy.
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Step 3: For s > %l, we can use the Sobolev inequality to get

IViad)llLee S Vead () ns
S IViedli=ollms-

The basic idea of Klaineman’s method was to follow this format to prove dispersive
decay. The goal is to derive a pointwise estimate of the form

IViad ()L S t_%(lnitial data).

What parts of the approach should we modify? The first key idea is to modify step 2
of the argument above. The key property is that if [0,,0] = 0, then O¢ = 0 implies
00,¢ = 0. Thinking about this more geometrically, consider the translation operator
¢ = Tonnd = ¢((t, z) + he,), where

d

0o = %ﬂu,hﬂﬂh:o?

s0 Ten p, is the infinitesimal generator for d,. The important thing to notice is that T,u p is
a symmetry for [:

O n¢ = Ton 0.

This process can be applied to any symmetries of [!

21.2 Symmetries of the d’Alembertian

Recall that the symmetries of (] are the linear symmetries R!*¢ — RI*¢ that preserve
m(v,w) = m*"v,w,, where m = diag(—1,1,1,...,1). This means we want to look for
matrices L; such that

m (L) (L)Y, = mi.

If we assume that Lo = I, then differentiating in ¢ gives (denoting ¢ = %Ltltzo)
mtY L +mirE) = 0.

If we define /#" = m”’l’/ﬁﬁl, then we get (¥ 4 (1 v =0,
The symmetries of [ turn out to be compositions of the following:

e Translations Tu p

e Rotations
0 0

cosh —sinh
sinh cosh
0 0

Ratl,xQ,h =

oS O O
~N o O O
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e Lorentz boosts

1 __h

\/1—hh2 \/%—h2
Lon=\=7w wm O
0 0 I

The infinitesimal generators (meaning operators JihSh(~)| h=0 are
1 2
QLQ =T 8302 — T 8z1.

Ly = 2'0, + toz!

and the corresponding generators for the other indices. Observe that
[0u,0) = [Q,0) = [L;,0] = 0.
Also consider the scaling operator
Sno = o(t/h,t/x).

with intinitesimal generator

So = _%Sh¢|h=l = (L0 + 20,)¢.
This is not a symmetry of [, because
OSp¢ =Ue(t/h, z/h)
= (00 (t/h,x/h)
= 5u(09).
However, if (¢ = 0, then OS¢ = 0. This is a reflection of the fact that

SO = SO — 20,

where the —2 represents the homogeneity of [J, a second order operator.

For ' € {00, .. -,04, 1,25, Qg—1),d> L1, - - -, La, S}, labeled in order as I'y, 'y, . ...

we let
[ =T ... T, o € RE.

107



21.3 Bounds on commuting symmetries with derivatives

Our discussion has told the the following:
Lemma 21.1. IfO¢ = 0, then OI'*¢p = 0 for all «.
The energy estimate gives the following.

Corollary 21.1.
Vil *¢(@)l| 2 Sa IVeal dli=oll 2.

Lemma 21.2. Given any smooth function 1,
DVt S ) Veal 7y,
B:1BI< e
Here is the proof of the lemma:

Proof. When I € 0y, ..., d,, there is nothing to do. When I' € {Q, L, S}, then [[', 9] =
cz,rax,,; we can argue this by checking the generators or by claiming that these vector
fields form a Lie algebra, so we get information about the Lie bracket. We complete the
argument by induction. O

Corollary 21.2. Fiz s.

STVt e £ Y IVealGleoll o

alal<s a:lal<s
21.4 The Klaineman-Sobolev inequality and proof of the dispersive es-
timate

The second key idea is to modify step 3, where we used the Sobolev inequality. We first
need to understand what control I" gives us.

Define Q,,, = x,0, — x,0,, where
—t u=20

— v —
Ty =2 muv”_{azj m=he{l,...,d}.

If we have ;. as before, then L; = €2;,.

Lemma 21.3.
(t2 — \x|2)8u =2,85 —2"Q,,—Ly.
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Proof. Observe that

Q= ¥ (x,0, — 2,0,)
=x,2"0,— 2"z, O O
~—— —~—
s (—t2+[z|?)

This means that
Ty i

S — Q
[t + a7 e+
N—— N———

<1 <1

(It = |2[) 0 =

Away from the cone t = |z|, we get control of the derivatives.

In the region where t ~ |z|, the rotation vector fields €25, are useful. The size of these rota-
tion vector fields is [€2; x| =~ |z|. We control all angular derivatives (d — 1 many directions)
with weight |z| ~ ¢; this is why we get % instead of % in the dispersive estimate.

The analytic key to this method is the following inequality.

Theorem 21.2 (Klaineman-Sobolev inequality). Let v be a nice function, and let s > g.
Then fort > 0,

(e, )| < 1T 1z,
(1+v>z<1+|u\ .|Z "

where v =1t — |z| and u =t — |z|.
If we apply this theorem to ¢ = V; .¢, we get
Corollary 21.3.

|Vt,w¢| 5

) > ATVt 12

la|<s

D IVeal*lioll2

(140)% (1+ [u)1/2 o] <s

(1+v)7

<

1
1+
1
o
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Here, the factor in front is < L. so we have something a little better than our

(1+t) 2

original bound.
Here is the idea behind proving the Klaineman-Sobolev inequality.

Proof. The key heuristic is that I" gives control of |u|0, .. Now decompose the space into
regions where || < ¢t and x ~ ¢, and |z| > t.

Then let w ~ When |u| < 1, the the usual Soboolev inequality works. Otherwise,

S
Lful)4/2”
if |u] 2 1, then w ~ |1L|+/2'

Lemma 21.4 (Rescaled Sobolev).

1 (07 o
V()| < i > ul*o Yllz2(B,y @)

la|<s

Proof. This follows from rescaling the Sobolev inequality on the unit ball By(0). O

When t and |z| are comparable, the weight w ~ L+ If |u] <1, the usual Sobolev
(

1+v) 2

inequality works. If |u| > 1, then w ~ —1+ ~ —L . The final lemma we use is this:

v 2 |z

|2
Lemma 21.5 (Rescaled Sobolev on an annulus).

()] < 3 ( / |a“ﬂ%|2dx) "
~ —1 AR ' xT

R glaltig/<s
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where Ar = {||z| — R| < cR}.

Here, R responds to the angular directions that Qg has control over.

111



22 Introduction to Calculus of Variations

22.1 Motivation and general setup

Now, we will begin the final part of this course, where we will study nonlinear PDEs.
Calculus of variations gives us a lot of extra structure which is helpful in studying nonlinear
PDEs. The reference is sections 8.1, 8.6 in Evans’ book, but we will give some more focus
on the formalism than Evans.

In the calculus of variations, we are looking for the critical points of a functional F' :
X — R; these are necessary to find extrema and is motivated by optimization problems.
We will give some more motivations later. For us X will be a set of functions, which
differentiates this from an ordinary calculus problem.

Example 22.1 (Energy minimizing curves). Given a curve v : [0,1] — R?, we can associate
the energy

1
Bl = [ P
What are the minimizers of E[y]?

To solve problems like this, we need to generalize what we do in usual calculus: We
want to find a way to say something like “VE[y] = 0.” The idea is to think of directional
derivatives instead. We can equivalently find a ~ such that

d
£E[’y + sv]|s=0 =0

for all v : [0,1] — R? in a reasonable class.

22.2 Examples of the Euler-Lagrange equation
For simplicity, we assume v € C°°([0,1];R%) and v € C°((0,1); RY) =: 7.
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We can write out

d d ['d 2
-~ E —0 = — —(y(¢ t dt
Is [ + sv]]s=0 i, dt(v()+sv( ) -
L q d
:2/ —(y+sv)—v| dt
o di dt |,
1
d
=2 | A—vdt
/0 Tar’

1
= —2/ v dt.
0

d 1
0=£E[’)’+SU]|520 Yo € 0:/ v dt Yv e o
0

So we see that

— 4=0 on (0,1).

Our critical point condition gave us a differential equation. This is called the Euler-
Lagrange equation. It tells us that energy minimizing curves are straight lines (geodesics).
If we take F[u], where u : U — R and U C R™ with n > 2, we will in general get a PDE
for our critical points. There are two ways to generalize this example:

1. If we look for the minimum of F' we need some extra condition, such as the idea
of convexity of F. This leads to elliptic PDEs. Chapter 8 of Evans’ book focuses
mostly on this approach.

2. We can interpret this as a Lagrangian mechanics problem. This is when there is a
natural time variable in the problem. Here, we do not worry about minimizing F’;
we just look for critical points. In this setting, critical points give an equation (like
4 = 0) which tells us locally how the curve will evolve given initial conditions.




This is known as the principle of stationary action, in which case, we call F' the
action.

Here are some examples of Euler-Lagrange equations corresponding to various calculus
of variation problems.

Example 22.2 (Dirichlet’s principle). Let u : U — R, where U is an open, bounded C'*°
domain contained in RY. We take u € C*(U) and take our functional to be

1
Flu] = = [ |Dul?dx.
2 Ju

(Compare this with our equation for geodesics). The critical points satisfy the PDE —Au =
0.

Example 22.3 (Action principle for the wave equation). Let u : O — R, where O is an
open subset of R,}:gd. We take u € C*®(U) and

S[u] = / () — | Duf? dt da.
O
The critical points satisfy the wave equation in O.

22.3 First variation (the Euler-Lagrange equation)

From now on, we restrict our attention to functionals of the form
Flu) = [ L(Du(a),ula), ) da.
U

where L : (p,z,7) : R? x R x U — R is called the Lagrangian density. For our notation,
we will use brackets when we are talking about u as a function as a whole and parentheses
when we are talking about values of u.

To think of first variations, we think of directional derivatives. Take u € & and
variations v € 4. Then we will try to form

d

—F —0-

I [u + sv]|s=0

Remark 22.1. When o = &/, people in functional analysis call this the Gateaux
derivative.

In our case, for simplicity, eww assume &7 = C*°(U) and & = C°(U). The assumption
on & is okay, and the assumption on & is restrictive but easily removable. We get

Dy Flu] = dip[u + 5]
$ s=0
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:;/ L(D(u+ sv),u+ sv,z)dx

s=0
d
= / —L(D(u + sv),u + sv,x)|s=0 dz

d
_ /U Dy <8L> (Du, u, z) +v(0.L)(Du, u, ) dz

bj

_ /U v <—aj <<%L> (Du, u,x)) +(0.L)(Du, u,x)) da.

In particular, if D, F[u] =0 for all v € o,

9]
—0; | =—L L| (D =
< 0; (8pj ) +0, ) (Du,u,z) =0

in U. This is the Euler-Lagrange equation.

Example 22.4 (Dirichlet’s principle). In this example, L = %\p|2, so the Euler-Lagrange

equation is
01
0=0(=—=[p) |p=
N !

P;
which gives us —Au = 0.
Example 22.5 (Action principle for the wave equation). In this example, L = %pg —%\px|2.
The Euler-Lagrange equation is

9 d 9
0=—0 (8poL> |pt.e=Disu — z; 9; <(%L>
—— J

Po

)

pt,m:Dt,mu

so we get —02u + Au = 0.

Remark 22.2. In calculus,
Dy Flu] = (v, VF[u]).

With a choice of inner product, we can define the gradient of F'. In our case, we have
computed that

D,Flu] = /Uv( - )dx.
With respect to the L? inner product (-, -) = fU uv dx, we have
D, Flu] = (v,LHS of E-L equation).
Because of this, the left hand side of the Euler-Lagrange equation is sometimes called the

L?-gradient of F, VF. Note that VF is now an operator u +— VF[u].
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22.4 Second order variation

Again, start from directional derivatives. In calculus, the proper way to think about second
order directional derivatives is the following:
DowFld] = £ L Flu+ sv+ tu]
ul = ——Flu+ sv + tw]|s=0.t=0-
VW ds dt s=0,t=0
In our case, we define second order directional derivatives of F' by this formula. There are
two interpretations of the second order variation:

1. In the context of minimization, we can think of this as the Hessian of F' at v contracted
with two direction vectors v, w. We can then try to come up with a second derivative
test to see if a critical point is a maximizer or minimizer.

2. We can think of this as a linearized operator around a critical point. Often, we are
not just interested in a single solution but also nearby solutions; this allows us to
think about variation through critical points.

In geometry, this is the notion of Jacobi shifts. We want u(x; \) such thst u(z;0) =
u(z) is a given critical point and wu(z; \) are all critical points. We can write this as

VFE[u(z,\)] =0,

or

D,Flu(z;\)] = 0.

We can then differentiate this in A and get that

d
~VF =
AP ] =0
or d
—D,F ; =0, ),
HDFE V]| =0 (e )
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where

u(z; A) = u(z) + )\gu = u(z) + du.
OX |2
We can write
DsyDyFlu] =0,

which is called the linearization of the Euler-Lagrange equation around U for du.

22.5 Nother’s principle

This principle can be summarized with a slogan: “(continuous) symmetries of the action
correspond to conservation laws for solutions.” In nonlinear PDEs, conservation laws are
very useful but hard to come by. Oftentimes, you have no idea what the solution to an
equation is but you know that it’s invariant under, say, time translations. This gives you
a conserved quantity we can study to understand the solutions to an equation.

Introduce a parameter 7 and think about a 1-parameter family of variations.

Definition 22.1. x — X(xz,7) si called the domain variation, and u — u(z, 7) is called
the function variation.

Example 22.6. We can, for example, take X (z,7) = x — 7e; and u(z,7) = u(r — Tey).
Definition 22.2. F'is invariant under X (-,7) and a(-, 7) if

U(r)=X(U,71), u(x,0) = u(x), X(x,0) =z,

/U L(Du(z, 1), u(z, 1), z) do = / L(Du, u, z) da.

U(r)

Theorem 22.1 (Né&ther’s principle). In this case,

)
p=Du,z=u

0j(m0y, L — L) =m- (Gja(ZL - OZL)
J

where m(x) = %u(x,T)]T:() and vl (z) = a%XJ (z,7).

The key idea is that 0; %L — 0, L|p=pu, 2=y is VF. We will discuss this in more detail
J
next time.
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23 Noether’s Principle and the Energy-Momemtum Tensor

23.1 Noether’s principle

Let’s continue our discussion of Noether’s principle with an updated version of the slogan
we gave last time. The slogan for the principle is ‘(continuous) symmetries give rise to
conservation laws.” The implication in the other direction is not always the case; for more
on the reverse, you can see, for example, Carter’s constant, which is a “hidden symmetry”
for geodesics on Kerr spacetime.

Theorem 23.1. Consider the Lagrangian action F[u fU (Du,u,x)dx. Suppose there
exists a continuous symmetry (u-(x), X;(x)) of the actzon (with u, : U — R and X; :
R? — RY o diffeomorphism for each T), in the sense that

/ L(Dus (), ur(2), ) dz — / L(Du, u, z) dz,
U U(r)
where U(1) := X-(U). Then
0y (m0Oy,; L(Du,u, ) — L(Du, u, V) =m <aag (Op, L(Du, u,)) — 9, L(Du, u,x)) ,

where m = 5- u|7- —0, U = Usr|r—g, VI = aaTX]|T —0, and Xo(z) = x.

Lemma 23.1. Let fr = f-(x), and let U be a “smooth” family of C*° domains, i.e.
there exist a family of diffeomorphisms X, : R? toR? such that U, = X, (U). Let V(z) =

(;Z_XT(.%)I for x € OUy. Then

7=0
d / 0
— fr(x)dx = — fr(x dx + foV -v.
dr Ur ( ) =0 Uo or ( )TZO oUp
Here is the proof of the theorem, assuming the lemma:
Proof.
0 0
(LHS)‘ - / L(Duy(2), ur(z), 2) do
or 7=0 7=0
/ — L(Dus(x),ur(x), ) dz
7=0

Using the Euler-Lagrange euqation,
0 0
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Integrating by parts,
0 0 0
= -0, | =—L +—L)mdx+ +—L-mv;dA.
/U ( v <5pj ) 0z ou Op; ’

B
- (RHS)

Putting these together, we get

0 ; 0
B . — J . = _— X .
/6U (8ij m— LV )deA /U< 6:Cj((‘?p]L)—i-azL)mcl:c

By the divergence theorem, the left hand side is

/ 0, (iL-m—LVJ) de.
U Op;

The lemma gives

= / LVv; dA.
=0 ou

since U is arbitrary.

Here is a proof of this lemma, using the fact that the derivative of the Heaviside function
is the delta distribution. (A more standard way to prove this is to use a change of variables

to turn one of the integrals into a volume integral.)

Proof. Here is a sketch of the idea. Without loss of generality, let f; = f, where f €
C>®(R%) and supp f C B,(wg). Choose zq so that U N B,(xg) = {z? > ~(z!,..., 271}

So X¢_ —~.(X",) is the defining function for oU,.

Then
/ fdx:/]lUdex:/H(m”—y(aj’))f(a:)dx.

T
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Now we can differentiate

0
o [HxE ) vTXW> = [HQ ) e el i) de
X 2 u(X ez
o .
= /50(U(Xg)) aju-gaﬂ - f(z) dx
N o l7=0
Vu-VJi

The dg part gives us the surface measure on QU times W

(=Vu)
f u V dA. 0
——

v

Remark 23.1. In the view of distribution theory, the divergence theorem is precisely
telling us about the derivative of this kind of indicator function.

Example 23.1. Consider the action
1 1
Flol = [ ~310i0f + 5Dsof da.

so L = —3p3 + 3|pa|*. Let ¢ : R — C, and let ¢,(z)e""u(z) and X,(z) = z. Then
Noether’s principle tells us that there is an associated conservation law for the wave equa-
tion: 0,J" = 0, where

JO =Im(¢0,p),  J7 =Im(¢9;e).
This is called the conservation of the charge-current vector. J is the natural change
density, and J7 is the natural wave density if we want to couple the wave equation with
Maxwell’s equations.

In the case of the Schrédinger equation, this type of computation was carried out by
Weyl. This gives rise to gauge theory. More examples can be found in Evans’ book.

23.2 The energy-(stress)-momentum tensor

Here is useful alternate formulation of Noether’s principle. Our setting now is that U C M,
where M is a manifold with metric ¢ (¢ may be Riemannian or Lorentzian or pseudo-
Riemannian). Assume that

L(Du,u,z) = L(du, u, g)/| det g|,
so the action looks like

:/E(du,ujg)\/]detgmx.
U

This is invariant under change of coordinates, and the claim is that Noether’s principle will
give us a conserved quantity that we call the energy-momentum tensor.
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Theorem 23.2. Assume that F is of the above form, and define

1
0 L+ =(¢gHrveL.

T.L"yl/ —
0Gu,v 2

Then the covariant derivative associated with g satisfies
v, T =0
if u satisfies the FEuler-Lagrange equation.

Proof. Consider a compactly supported 1-parameter family of diffeomorphisms X, : U —
U such that Xo(z) = = and such that for all 7, X.(x) = z outside some K CC U. The
invariance looks like

/[,(du,u,g)\/|detg|dm:/E(d(uoXT),uoXT,X;kg)\MdetX;*gd;v
U U

Now 4
— (LHS =0
dT( ) —
whereas
%(RHS) » = <887_falls on u o XT) + (aanalls on X:g>

-~

1 17

Term I vanishes via the Euler-Lagrange equation. In fact, I = [ (—8M(%£)+8ZE)VU dx,
where V(z) = 2 X, (z)|;=0. For term II, we have

V| det g|

7=0

0 0
d — X g0
/8'9“7,,[:( uauvg)aT Tgu,

1 det g gdetX:g\T:o
—L(d . T v/ |det g|ld

8% log det X g|-—o

where we have used

g‘/|det | —1;ﬁ|det |

or 9 =0 2,/|detg|67’ 9
1 detyg 11
— ot det g, | = = ——0-(det g;)|r=0+/| det g|.
2 | det g| 7 det gr|r=o 2detg (det gr)lr=0V/| det g|
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From elementary differential geometry, we have a name for this: this is the Lie derivative

0
(X ,
87_( Tg)/»Lv

= Lvgu, =V, V, +V,V,.
7=0

How do we differentiate the determinant function? First, note that we can differentiate
near the identity:

0
— I+7A
57 det(I 4+ TA)

Now if we let By = I and %Br%:o = A, then

0 3}
— det(B, = —det(I+7A 2 = tr A.
57 det(B;) o det(I +7A+ O(77)) » tr
Now if Cp = M (which is invertible) and %C’T = A’, then
T7=0
0 3}
— det(C, = —det(M~! det M
SAeCn)| = Sde(M )| de
= det M tr(M—1A"),
so that B
— logdet C; =tr(M~1A").
or 7=0

Now we can deal with the term % log det X*g|,—o as

0 . _ S
9 log det X gl,—0 = tr(g~ " Lvg) = (g7 )" (Lv 9) v

All in all, we see that

II:/( 9 El(gl)“”’£> Lvg, +/|detg|dz
——

Oguy 2
~ V. Vo4V, V,
Ty =TV, " "

:2/ THYN V| det g| dx

U

= —2/(VNT“’”)VV\/|detg|dx
U

=0

for all X;. Thus, V,TH" = 0. O
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Example 23.2 (E-M for Laplace/wave equation). Here, £ = (¢~ 1)*"9,udvu, so
v 1 v
T"Y = Jyud,u — igwa ud,u.

We can see that
0 0 - 0

L= _—

8gu,u ag/M/
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24 Existence of Minimizers for Lagrangian Actions

24.1 Hilbert’s 19th problem

We will now set about giving an answer to Hilbert’s 19th problem, which concerns mini-
mizers for certain functionals in the calculus of variations:

f[u]:/UL(Du,u,m)dx.

Under certain conditions (having to do with ellipticity of the Euler-Lagrange equation),
there exists a minimizer. Hilbert’s 19th problem asks about the regularity of such a min-
imizer. The minimizers that we find will a priori be in a class of rough functions, but in
many situations, they will be solutions to some PDE and will have some smoothness.
This problem was solved by de Giorgi, then later by Nash, and later simplified by
Moser. This is called de Giorgi-Nash-Moser theory. Today we will discuss existence, and
next time, we will discuss regularity. Since we lost a lecture, we will not have time to
discuss our last topic, which is hyperbolic PDEs which arise from calculus of variations. A
good reference for this missing topic is Lectures on nonlinear wave equations by J. Luk.

24.2 Coercivity

We will basically follow the exposition in Section 8.2 of Evans. Consider a Lagrangian
action functional

f[u]:/UL(Du,u,:r)d:n.

We define the admissible class of functions u we want to minimizer over will be &7 = {u €
Wh4(U) : ulsy = g}. The problem is to find

arg min Fu].
(x4

We will look for “natural” conditions on L that would guarantee the existence of a mini-
mizer. One pathology that may arise is that F could decay to 0 if we go to infinity in some
direction, so we assume the following condition.

Definition 24.1. The action F is coercive if

L(p,Z,ZL‘) Z C|p|q - 6
for some constants ¢, 5 > 0 and 1 < g < o0.

Coercivity implies that
Flu] :/ L(Du,u,x)dx
U
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> c/ | Du|? dzx + B|U|.

Using a Poincaré inequality, we can show that [, |Du|?dz controls the W4 norm. In
general, we should first determine the correct ¢ from the action, which then specifies 2/
accordingly.

24.3 Obstacles to convergence of a minimizing sequence

Let ¢ = inf,c s F[u]. There exists a sequence uy such that Flug] N\, £. We want to say that
1. up — u € & for some wu.
2. Flug] = Flu] = L.

Then u will be a minimizer. In a finite dimensional setting, if we have compactness, we
should actually assume that condition 1 is satisfied by a subsequence. But in fact, for
ug € 7, both these conditions fail.

1. Failure of 1: From coercivity and a Poincaré inequality,

lukllwrae S 1 Dukll Lo
S Flug) + B
<l+p+1

But there does not in general exist a convergent subsequence in W14, Here are two
ideas that may help us to proceed.

e Rellich-Kondrachov compactness tells us that there exists a subsequence ug — u
in LY(U).

e (weak compactness) Since 1 < ¢ < oo, there exists a subsequence with u; — u
weakly in W14(U) (that is, Duj, — Du weakly in LI(U)).

Without loss of generality, we may assume these are the same subsequence.

2. Failure of 2: Because Duy, — Du weakly, to ensure that Flug] — Flu|, we need some
sort of continuity of F under (sequential) weak convergence. It turns out that this
is way too restrictive; weak convergence plays very well with linear operators but is
in general badly behaved for nonlinear operators. As an example, e’** — 0 weakly
in D'(R?) as k — oco. On the other hand, 2Z|,_.i= = 1 /4 0, so even the simplest
nonlinearity can cause issues.

The fix here is to realize that we only need “half” of the continuity property because
Flur] N Flul.
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Definition 24.2. A function f is (sequentially) weak lower semicontinuous
(LSQ) if for uy, — u weakly in WH4(U) (i.e. Duy — u weakly in LY(U) and uj, — u
in LY(U)), then

lim inf Flug] > Flu).
k—o00

Now, the question is: what is a natural condition on L that guarantees weak LSC of
F on Wh4(U). The answer turns out to be convexity of L in p (Evans motivates this
by looking at the Hessian of L):

82

——L(p,z,x) = 0 Vp, z,x
9p;jOpk ( )

or equivalently,

L(pazvm) > L(p()az?m) + DpL(p(),Zax) . (p _pO)'

/

This is also equivalent to
L(Op1 + (1 = 0)p2,2z,2) < OL(p1, z,2) + (1 — 0) L(p2, 2, ).

Example 24.1. L = [p|? is convex for ¢ > 1.

We will show that this convexity implies weak LSC for F.%

81t can be shown that these are actually egiuvalent conditions.
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24.4 Lower semicontinuity of the action

Here is the key theorem.

Theorem 24.1. Assume L is convez in p, and assume coercivity: L(p,z,x) > c|p|? + 3.
Then

Flu] = / L(Du,u,x)dz
U
on WY is weak LSC.

Proof. Assume without loss of generality that § = 0 (by replacing L by L + 3). Take
{ur} € WH4(U) such that Duy — Du weakly in L9 and uj, — u in LI(U). This is, up to
subsequences, equivalent to ug — u weakly in W14(U). Also passing to a subsequence, we
can assume that Flug| — ¢. The goal is to show that ¢ > Flu].

To handle nonlinear expressions in uy, we use Egorov’s theorem. Fix ¢ > 0. By Egorov’s
theorem, there exists a set G, such that

1. U\ G| < e,
2. ug — w uniformly on G¢ (up to a subsequence).

Also, define H, = {x € U : |u|] < 1/e,|Du| < 1/e}. By the monotone convergence theorem,
we can arrange that |U\ He| <e. On A; := G.N H., we have property 2 and |U \ A.| < e.
Now

Flug] = / L(Duyug, x) dx
U
Since L > ¢|p|?, it is > 0. So we can shrink the domain of integration.

> / L(Dug, uy, x) dx
Ae

~~

11

> / L(Du,uy, z) + DpL(Du, u, z)(Du, — Du) dz.
Ae

Take k — 00, so the left hand side converges to £. By uniform convergence (and continuity
of L in p, which we assume),

/ Idx — L(du,u,x) dz.
€ AS
For the other term,

/ ITdx = / (DpL(Du,uy, ) — D,L(Du,u,z)) - (Duy, — Du) dx
Ac Ae

—0 unif. IllLe <1
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+ D,(Du,u,z,) - (Duy — Du) dz,
Ae

and the latter term goes to 0 thanks to the weak convergence of Duy — Du. Thus, we
have

52/ L(Du,u,x)dz.

£

Let ¢ — 0 so that “|U \ A;| — 0.” This gives
> / L(Du,u,z)dz,
U

as desired. ]

Remark 24.1. We have been omitting some regularity assumptions on L.

24.5 Proof of existence of minimizers
Theorem 24.2. In addition to regularity assumptions on L, assume that L is convex in p
and L > c|p|9+ B. Consider of = {u € WH4(U) : ulgy = g} and the action
Flu] = / L(Du,u,z)dz.
U

There ezists a minimizer u for Flu] in <.

Remark 24.2. Uniqueness and regularity conditions require more assumptions on L,
which upgrade this convexity property.

Proof. Take a minimizing sequence uy such that Flug] \, ¢, where ¢ = inf,c o, Flu] < oo (if
this is £ = 400, there is nothing to prove). By this and coercivity, ||Dug|ray < 1. There

exists some extension § € W14 such that glsy = g, so we can consider uz, — g € VVO1 U).
A Poincaré inequality gives

luk = gllwra@wy S 1Duk — Dl Lo
<1

By weak compactness of the norm-unit ball in LI(U), up to a subsequence, we may assume
Duy, — Du weakly in L2(U). By Rellich-Kondrachov compactness, up to a subsequence,
up — uw in LY(U). Now apply the weak LSC theorem to get that

¢ = inf Flv] < Flu] <.
veS

This gives Flu] = ¢. O
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Theorem 24.3. Let L satisfy

L] < e(pl” + |27 +1),  [DpLl < e(lpl™! + [z + 1), [D2LI < C(lpl"™" + 2771 + 1).

Then any minimizer u for Flu] in o is a weak solution to the Euler-Lagrange equation.
That is,

1 1
/ (Op, L(Du, u, x)0y5v + 0, L(Du, u, v)v) dx Yo € Wol'p, ’ + p =1.
U
See Evans for the proof.
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25 The de-Giorgi-Nash-Moser Theorem

25.1 How the theorem answers Hilbert’s 19th problem

Today, we will be concluding our discussion of the solution to Hilbert’s 19th problem, which
was posed in 1900. Here is the problem:

Problem 25.1. Assume L = L(p) is convexr and analytic. Prove that minimizers of
Flu] = [;; L(Du) dx are analytic.

The original problem was stated for d = 2 and was solved by Morrey (at Berkeley).
Later, Nash solved the problem for d > 3, but it turns out that de Giorgi solved the problem
(with a slightly different theorem) a few years earlier; so both get the credit. Later, Moser
simplified the theory and proved a number of other theorems along the way. So this is
generally referred to as de Giorgi-Nash-Moser theory.

Today, we will be proving the following theorem

Theorem 25.1 (de Giorgi-Nash-Moser). Assume L € C™(R?) and L is uniformly convet,
i.e.

MEP? < 8y, 0p, LEER < AJEP.
Then for all V- CC U, the minimizer u € C*(V).

Remark 25.1. With uniform convexity, the uniqueness of the minimizer follows.

Convexity of a function always tells you that

f <U1 ‘;UQ) < f(U1)42-f(U2)

and strict convexity means that equality holds iff u; = us. So let uy, us be minimizers for

L. Then
1 1
/ L (D (“1 i “2)) < / ~L(Duy) + = L(Duy).
U 2 2 2
Dui+Dus SO

This means that % is also a minimizer, so strict convexity gives Du; = T
Duy = Duso in 9U, and since u1, us agree on the boudnary, we get u; = ug in U.

)
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Remark 25.2. Strict convexity is necessary for the theorem. Consider the following
example in d = 1:

Then |z| would be a minimizer, so
L(D|z|) = /Lmin dx = ¢,
but |z| is only Lipschitz.

25.2 Reduction to u € CH(V)

Now we will prove a key reduction to u € C1*(V). The keyword here is “standard elliptic
theory,” and in particular L? and Schauder theory. The minimizer will satisfy the Euler-
Lagrange equation

043 (Op; L(Du)) = 0.

The minimizer v € H'(U) solves this equation in the weak sense. Let us differentiate this
once more. Letting w; = 0;u, we will have that each w; solves the linearized Euler-Lagrange

equation
62
i | =——=—1L Opw; | = 0.

The term %;pkﬂpzpu is uniformly elliptic (i.e. )\|§|2 < aj’kfjgk with |a| < A) and in L*°.
This tells us that w; € H'(U), which follows from standard L2-elliptic regularity theory
(see Evans section 8.3 for details).

But still, all we know is that a’* € L>°. What do we need? All we need is to show that
a’* € 0% for some o > 0. Remember our equation is

8j (aj’kakw) =0.

If a?* € C%, then by Schauder theory, w € C'®. Then we have that u € C%?, so
a* € CH®. Then we get w € C*®, and we repeat. This is called an (elliptic) bootstrap
argument.
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The heart of the de Giorgi-Nash-Moser theory is to show that a/* € C%* for some
a > 0. Now it suffices to show the following theorem.

Theorem 25.2. Let w € H'(By) be a solution to Pw = —9;(a*Oyw) = 0. Assume that
a € L and N¢? < aPk(2)E€ < A|€|?. Then

[wllgoe (s, ) Saan lwllzzs,)-

Here we only need to consider a ball because we can cover U will balls. The radius 1/2
is not important; we could choose any larger number which is < 1.

25.3 Proof of the de Giorgi-Nash-Moser theorem
25.3.1 L? to L>® bound via Moser iteration
Step 1 of the proof is an L? to L> bound.

Proposition 25.1. Suppose that Pw <0 and w > 0.

[wl[Lee Saaa llwllr2(s,)-

These conditions tells us that we cannot have a large peak to contribute to the L*°
norm without contributing much to the L? norm.

Proof. (Moser iteration) Here are the ingredients:
1.
Lemma 25.1 (Energy estimate for Pw <0, w > 0). For all § € (0,1),

Al
[Dw 2By S Xﬁ”wHLQ(BR)-
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Proof. Multiply by a cutoff x which is 1 in Bygr and 0 outside Br and with |D%| <

W. Then we use the energy method:

0> /wazw dx
2/—6k(aj’k8kw)xzwdx
= / a*pwx? 0w dz + 2 / a?* 0w\ D xw.
This means that
/><2Dz112 dr < i/aj’kﬁjwﬁkwf dx

1 .
< 2/\/a3’k8ijw8kx

A
<27 [ \Dw|Dallu] s
1 A 1/2 1/2
S —=— /x2\Dw|2dm / |w|? dx .
OR X Br
Now cancel on both sides to get the result. O

2. Sobolev embedding: For d > 3, let px = dQ—_d2. IfOR < 1,

Al
lwllasom) < 5 g llwllzsa)-

By the Sobolev ineuqality, we get a better LP bound:

Al
lwllos (Bor) S 5 g llwllzzsg)-

How do we iterate Step 27 The observation of Moser was that if 5 > 1, Pw < 0, and
w > 0, then w? satisfies Pw < 0 and w > 0; this is because the map s — s°. Composing
convex functions preserves convexity, and composing subsolutions gives a subsolution, as
well. Therefore, we can apply 2 to wﬁ, we get

< A1l
HwHLp*ﬁ (Bor) ~ X@Hw”mﬂ (Br)"

We can rewrite this as

A 1N\YP
s S (3gg) 10l



If we denote ¢ = 2 and o = & > 1, then this equation looks like

A1l 2/q
||wHLaq(BGR) SJ (AHR) Hngq(BR).

We want to iterate this equation (2¢). Start with gy = 2, then apply this to ¢1 = 2«
and so on, so ¢, = 2a™. What should our s be so that the radius of the ball does not go to
0?7 The radii are Ry = 1, Ry = 01, Re = 6165, and so on, so R,, = 01 ---60,. The constants

we get will be
A1 2/q0
Cl =\7 P
ARy

o (AN o (AN
" AOn Ry ol ' ANOp -0 ANOp_1---01 ’

Our goal is to choose 601,05, ... so that 0105 --- = Ro = 1/2. So we want

1 1 1 1 1
T, AT o2 T T
On "0, i ey = Oy < 00.

If we let a,, = log#8,, then we want exp(— > ay,) = 1/2 and

1 1
exp <aa1—|—az(a1—|—a2)—|—---+an_l(a1+-'-+an1)+---> < o0. O

These ingredients are the same things that de Giorgi’s proof used, but his argument
used sub-level sets instead of this iteration, so it was much more geometric.

25.3.2 Holder seminorm bound via the de Giorgi oscillation lemma

The remaining step of the proof of the de Giorgi-Nash-Moser theorem is the following.

Proposition 25.2. Let w € H'(By) satisfy Pw = 0. Then there exists an o > 0 such that

[wlcoas, ) Saaa llwlzs,)-
This uses an oscillation lemma.

Lemma 25.2 (de Giorgi oscillation lemma). There exists a v € (0,1) such that for w €
HY(B1) with Pw = 0,
0SCB, ,, W < ~yoscg, w,

where oscy w := supy w — infy w.

Here is how the lemma implies the proposition.
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Proof. The idea is to let D = |z — y| and apply the oscillation lemma iteratively to get

w(z) —wly)l < osc Bp,wyw < 7" oscp,, () w

Now let n = —logy, D + ¢ so that Bonp C By. We get

S wllzeesy)

S DYwl| 2y

where a = —logy v > 0, so ¥ = 7—10g2 D 0

25.3.3 The de Giorgi-Harnack inequality

The way to prove the de Giorgi oscillation lemma lemma is to see that w should satisfy a
sort of Harnack inequality.

Lemma 25.3 (de Giorgi-Harnack inequality). Let w € H'(B1) with 1 > w > 0 and
Lw = 0. Assume that

1 1
EByjp:iw> = | > =|By/l
Hl’ 1/2 w_QH_Q 1/2’
Then there exists a v > 0 such that w >~y in Bys.
Here is how the de Giorgi-Harnack inequality implies the oscillation lemma.

Proof. Without loss of generality, we may arrange for supg, w = 1 — € and infp, w = €.
On By y, one of the following must hold:

L. Hz € Byjp:w > %H > %|B1/2‘2 In this case, apply the de Giorgi-Harnack inequality
for w.

2. {z € Byjz : w > 3}| < 3|Byo|: This this case, 1 — w is still a solution, so we can
apply he de Giorgi-Harnack inequality for 1 — w. O

Moser’s approach actually proves the de Giorgi-Harnack inequality without the last
assumption, but this needs PMO theory. Here is a quick proof of the inequality:

Proof. The key idea is to look at v = —logw. (Exercise: For —Au = 0 in U, show that
|Viogulpeeyy $ 1 forall VCC U. Then get that miny u > ymaxy u.) There is an a
priori bound for V logw:

Lemma 25.4. Suppose w € H'(B1) with Pw >0 and w > 0. Then

<A

~A

Proof. Multiply Pw > 0 by w~! and integrate over U. O

||VIng||L2(Bl/2)
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This is deficient in two ways: it is not an L* bound, and it is only a bound on the
gradient, not w itself. However, notice that w is also a subsolution, so v = —logw is a
subsolution: Pv > 0. When w < 1, v > 0. So we have inequality of the form

”v||L°°(Bl/4) S HU||L2(31/2)
The last assumption in the statement of the de Giorgi-Harnack inequality tells us that
1
[{z € Byjp:v <log2}| > 5131/2’~

Now we use a Poincaré-type inequality:
Lemma 25.5. If the above bound (*) holds, ad v € H' (B 5), then

lollz2(5, ,5) S 1DVIlz2(B, ) +1-
Proof. By the standard Poincaré inequality, there exists a ¢ such that

lo = ellz2(s, ) S 1DVl 2251,
Now split into cases: If ¢ < 100log2, we are done. If ¢ > 100log 2, then

1Dl 2B, ) 2 v = ellL2(B, )

> v —ell2(a)

99
> WCHIHB(A)

where the last step uses the above bound (*).

This completes the proof of the Giorgi-Harnack inequality.
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